
 

 

  

Abstract—Recently, numerous documents including large 

volumes of unstructured data and text have been created because of the 

rapid increase in the use of social media and the Internet. Usually, 

these documents are categorized for the convenience of users. Because 

the accuracy of manual categorization is not guaranteed, and such 

categorization requires a large amount of time and incurs huge costs. 

Many studies on automatic categorization have been conducted to help 

mitigate the limitations of manual categorization. Unfortunately, most 

of these methods cannot be applied to categorize complex documents 

with multiple topics because they work on the assumption that 

individual documents can be categorized into single categories only. 

Therefore, to overcome this limitation, some studies have attempted to 

categorize each document into multiple categories. However, the 

learning process employed in these studies involves training using a 

multi-categorized document set. These methods therefore cannot be 

applied to the multi-categorization of most documents unless 

multi-categorized training sets using traditional multi-categorization 

algorithms are provided. To overcome this limitation, in this study, we 

review our novel methodology for extending the category of a 

single-categorized document to multiple categorizes, and then 

introduce a survey-based verification scenario for estimating the 

accuracy of our automatic categorization methodology. 

 

Keywords—Big Data Analysis, Document Classification, Text 

Mining, Topic Analysis. 

I. INTRODUCTION 

UMEROUS documents including large volumes of 

unstructured data and text have been created by the 

increasing number of users of the Internet and social media. 

Usually, these documents are categorized for the convenience 

of users. In the past, the categorization of documents was 

performed manually. However, the accuracy of manual 

categorization is uncertain, and such categorization requires a 

large amount of time and incurs huge costs. Many studies on 

automatic categorization have been conducted to mitigate the 

limitations of manual categorization. Unfortunately, most of 

these methods are not applicable to complex documents with 

multiple topics because they work on the assumption that each 

individual document has to be categorized into individual 

categories. For instance, the document in Fig. 1 should be 

classified into “Sports”, “Politics”, and “Entertainment” 

categories because the document is about Arnold 

Schwarzenegger who is a politician as well as a former famous 

movie star and body builder. 
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Fig. 1 Needs of multi-categorization for a complex document 
 

Fig. 1 describes the need for multi-categorization of a 

complex document. In reality, most documents need to be 

classified into multiple categories because they usually deal 

with complex subjects. Therefore, many studies have attempted 

to devise a document classifier that can categorize each 

document into multiple categories. However, these studies have 

some common limitations that they cannot be directly applied 

to real cases without previously multi-categorized documents. 

It implies that we cannot use these classifiers if we have only 

single categorized documents. 

Our proposed method can diversify the number of categories 

of a single-categorized document to multiple categories by 

analyzing the relationships among categories and the topics of 

documents [1]. The scope of our research can be graphically 

described by the rectangle in the upper half of Fig. 2; the dotted 

rectangle in the lower part of the figure represents the scope of 

traditional multi-classifiers using multi-categorized training 

sets. 

 

 

Fig. 2 Research scope and related application area 
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Although the main idea of category diversification was 

originally introduced in our previous paper [1], we did not 

provide any concrete method for evaluating the performance of 

the proposed approach. In this paper, therefore, we propose a 

survey-based verification scenario for estimating the accuracy 

of our automatic category diversification method. 

The remainder of this paper is organized as follows: The next 

section introduces related works on text mining and document 

classification. In Section III, our methodology for automatic 

category diversification [1] is revisited, and the experimental 

results of the methodology are summarized. Section IV 

proposes a new survey-based verification scenario for 

estimating the accuracy of our methodology. Finally, Section V 

concludes this study. 

II. RELATED WORKS 

A. Text Mining 

Text is the most representative method to express and 

communicate information in the real world [2]. Text mining is a 

sequence of analyzing processes employed to extract useful 

information from voluminous text [3]–[6]. Currently, there are 

attempts being made to discover valuable knowledge by using 

text mining techniques. Identifying the original document of 

some documents [7]; discovering new crimes by analyzing 

patterns in previous crimes, structuring unstructured storage by 

text categorization are some examples of text mining 

applications.  

Text mining not only utilizes the association, classification, 

and clustering techniques that have been used in traditional data 

mining applications, but also additional techniques of natural 

language processing, information retrieval, issue tracking, and 

text categorization areas [4], [8], [9]. Among the techniques 

mentioned above, natural language processing is regarded as 

the core technique used by text mining applications. While 

traditional structured data is presented in the form of 

two-dimensional tables, text data is presented in the form of 

unstructured documents. Therefore, many useful techniques for 

structuring text data into matrices, hierarchies, and vectors have 

been developed. The most fundamental and widely used 

technique is the vector space model [10], [11] that summarizes 

the frequencies of terms in each document.  

Among the various contemporary text mining related 

applications, topic analysis draws the most attention from 

researchers and practitioners. With the theoretical foundations 

of the vector space model and a TF-IDF (term frequency–

inverse document frequency) measure [12], the main process of 

topic analysis is usually performed on structured documents 

after parsing and filtering. In the parsing stage, sentences of the 

documents are separated into tokens, and some tokens are 

eliminated based on certain predefined conditions in the 

filtering stage. Topic analysis is similar to traditional clustering 

techniques, in that their goals are to group similar objects and 

separate the dissimilar ones. However, topic analysis can map 

each document to multiple topics, whereas in traditional 

clustering algorithms, each element can belong to only one 

specific cluster.  

B. Document Classification 

Conventionally, document classification was processed 

manually, and therefore, it was a time consuming and 

error-prone process. However, in recent times, the rapidly 

increasing volume of online documents has accelerated the 

need for automatic document classification services. As a result, 

some automatic document classifiers [13]–[15] have been 

devised to classify each document into a certain category based 

on certain predefined rules.  

Most studies on automatic document classifiers have been 

conducted using machine learning methods. For example, 

many classifiers are devised based on the KNN (K-nearest 

neighbors) [16], naïve Bayesian model [17], ANN (artificial 

neural network) [18], and SVM (support vector machine) 

methods [19]. Attempts to optimize the performance using 

existing classifiers have also been made [15], [20]. However, 

traditional document classifiers, unfortunately, adopt the strict 

and unrealistic assumption that each document can be classified 

into only one category. Therefore, such single-category 

classifiers cannot be used to identify multiple categories of a 

complex document. Consequently, recent studies for 

classifying multiple categories have drawn considerable 

attention from the research fraternity. For example, in [21], a 

multi-category (i.e., multi-label) classifier was devised by 

utilizing three types of correlations: between categories, 

between features, and between categories and features. In [22], 

a method to enhance the performance of multi-label classifiers 

utilizing subsets of features of each document was proposed. 

However, most multi-category classifiers have limitations, in 

that they involve training using a multi-categorized document 

set in their learning process. It implies that traditional 

multi-category classifiers cannot be used for 

multi-categorization of documents unless multi-categorized 

training sets are provided.  

III. A METHODOLOGY FOR AUTOMATIC CATEGORY 

DIVERSIFICATION 

A. Research Overview 

In this section, we introduce a method to identify multiple 

categories from single-categorized documents. The overall 

process overview of our research is shown in Fig. 3. First, we 

attempt to determine the relationship between documents and 

topics by using the results of topic analysis for 

single-categorized documents. Second, we construct a 

correspondence table between topics and categories by 

investigating the relationship between them. Finally, we 

identify the possible additional categories for each document 

by calculating the matching scores of individual documents to 

each category. Details and examples of the above three 

modules are presented in the successive subsections. 

The overall process shown in Fig. 3 is an extended version of 

the model presented in our previous work [1]. The extended 

part is included in this research for performance evaluation; this 

part is represented by a dotted rectangle in Fig. 3. The accuracy 

analysis plan is presented in the next section by using a simple 

example.  
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Fig. 3 Research overview 

B. Topic Analysis 

In the topic analysis stage, each document is featured by the 

frequencies of its containing terms. Frequency can be 

represented by binary values, absolute frequencies, or TF–IDF 

values. Subsequently, the similarity between documents is 

calculated based on the term frequencies. Finally, similar 

documents are grouped together and a set of representative 

keywords for each group is selected. Topic analysis differs 

from traditional clustering methods, in that each document in 

topic analysis can belong to multiple topics concurrently. We 

will not repeat the details of topic analysis in this paper as it has 

already been introduced in many papers and can be performed 

easily by using many commercial mining tools.  

A simple example of topic analysis for single-categorized 

documents is presented in Fig. 4. In the figure, “Original 

Category” refers to the original category of the document. Each 

numeric cell contains a D/T Score that represents the degree of 

correspondence between each topic and each document.  

 

 

Fig. 4 Document/Topic correspondence score (D/T Score) 

C. Analyzing Topic/Category Correspondence 

In this stage, the degree of correspondence between each 

topic and each category (i.e., T/C Score) is calculated based on 

the D/T Score. In Fig. 4, for example, “Topic1” is related to the 

category “Sports” through documents “DOC_1” and “DOC_2”. 

Additionally, “Topic1” is related to the category “World” 

through the document “DOC_3” and related to the category 

“Entertainment” through the document “DOC_5”. It should be 

noted here that “Topic1” is related to three categories. A 

process to calculate T/C Scores from the table in Fig. 4 is 

described in Fig. 5. In Fig. 4, for example, “Topic 1” is related 

to the category “Sports” through documents “DOC_1” and 

“DOC_2”. The D/T Scores of the two mappings are “1.2” and 

“1.9”, respectively, in Fig. 4. By summing up the two D/T 

Scores, we can acquire the T/C Score of “Topic 1” to “Sports” 

in Fig. 5. 

 

 
Fig. 5 Topic/Category correspondence score (T/C Score) 

D. Analyzing Document/Category Correspondence 

In the last stage of our methodology, we calculate the degree 

of correspondence between each document and each category 

(i.e., D/C Score). Diversified categories of each document can 

be easily selected based on D/C Scores. D/C Score is defined as 

the weighted sum of D/T Score and T/C Score. D/T Score can 

be regarded as a raw value, and T/C Score works as a weight. 

The process for calculating D/C Scores is shown in Fig. 6. 

 

 
Fig. 6 Document/Category correspondence score for the “Sports” 

category 
 

Fig. 6 shows the process for calculating the D/C Scores of 

each document for the category “Sports”. For example, we can 

acquire the partial D/C Scores of “Topic 1” in Fig. 6 (c) by 

weighting the D/T Scores of “Topic 1” in Fig. 6 (a) with the T/C 

Scores of “Topic 1” and “Sports” in Fig. 6 (b), and then 

summing up the weighted D/T Scores. The partial D/C Scores 

of the other three topics can be calculated in a similar manner. 

The last column of the table in Fig. 6 (c) contains the final D/C 

Scores, which are calculated by summing up all values of the 

corresponding rows. For example, the D/C Score of “DOC_1” 

for the category “Sports” is “8.3”, as seen in the last column of 

the first row in Fig. 6 (c). Although Fig. 6 only shows the D/C 

Scores of each document for the category “Sports”, other D/C 
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Scores for the categories “World” and “Entertainment” can be 

obtained in a similar manner. The D/C Scores for the three 

categories are summarized in Fig. 7.  
 

 
Fig. 7 Summarized Document/Category correspondence 

 

Fig. 7 summarizes the D/C Scores of six documents for the 

categories “Sports”, “World”, and “Entertainment”. In the case 

of “DOC_1”, the highest D/C Score is obtained for the category 

“Sports” and the second highest D/C Score is obtained for the 

category “World”. It should be noted that the category “Sports” 

is the original category of “DOC_1”. This correspondence 

between the original category and a category with the highest 

D/C Score shows the robustness of the proposed method. The 

category with the second highest D/C Score helps us infer that 

“DOC_1” contains world-related issues/content. 

E. Experiments 

In this subsection, we show the experimental results obtained 

when our methodology is applied to diversified categories of 

real news articles. The news articles for the experiment were 

obtained from one of the largest website portals for news in 

Korea. The classified categories are “IT Science”, “Economy”, 

“Society”, “Life and Culture”, “World”, “Sports”, 

“Entertainment”, and “Politics”. We sampled 3,000 articles 

from each category; therefore, the total number of articles used 

in this experiment was 24,000.  

Initially, we discovered 50 topics from 24,000 documents 

(i.e., articles) using the text miner module in SAS Enterprise 

Miner 12.1. The results of topic analysis were directly 

converted into D/T Scores. Next, we calculated the T/C Scores 

for 50 topics and 8 categories. The partial result of the T/C 

Score calculation is shown in Fig. 8. Therefore, we can infer 

that “Topic_1” is mainly related to the category “Sports”. 

Additionally, “Topic_1” appears to be related to the categories 

“Life and Culture” and “Entertainment”.  

 

 
Fig. 8 Topic/Category correspondence score (T/C Score) (partial) 

 

Fig. 9 shows a section of the D/C Score obtained from the 

weighted sum of D/T Score and T/C Score. In each row, the 

highest value can be identified by the shaded cell. 

In Fig. 9, the top three categories in each document are 

selected and summarized in Fig. 10. Note that in each document, 

only one category is shaded. The shaded category implies that 

the category coincides with the original category of the 

document. 

 

 
Fig. 9 Summarized Document/Category correspondence score 

(partial) 

 

 
Fig. 10 Top three categories of each document (part) 

IV. ACCURACY EVALUATION SCENARIO 

In this section, we introduce a survey-based verification 

scenario for estimating the accuracy of our automatic 

categorization methodology. Although the principle idea of 

category diversification was originally introduced in our 

previous paper, the paper did not provide any concrete methods 

for evaluating the performance of the proposed approach. 

Therefore, we are currently performing intensive experiments 

for estimating the accuracy of our methodology, as shown in 

the dotted rectangle in Fig. 3. 

An overview of our evaluation scenario is as follows. First, 

we sample 10 articles from each of the 8 categories, which 

imply that the total number of articles sampled is 80. Next, we 

compose 10 document groups, each of which comprises 8 

articles from each category. Subsequently, we compose 10 user 

groups, each of which comprises 5 users of Internet news. After 

that, we assign all the document groups to individual user 

groups such that one user reviews 8 articles from each of the 8 

categories, and every document is reviewed by 5 users. Fig. 11 

illustrates this scenario. Finally, users select the best and the 

second best category for each document they review. The 

obtained 400 responses are used for evaluating the accuracy of 

our methodology. Now, we have two sets of documents with 

diversified categories. The first set contains automatically 

diversified categories using the proposed method, whereas the 
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other contains manually selected categories from the survey in 

Fig. 11. We can measure the accuracy of our methodology by 

investigating the consistency between the categories of the two 

sets. 

 

 

Fig. 11 Mapping plan between user groups and document groups 

 

In this evaluation scenario, the accuracy of the classifier can 

be measured using an F-Score, which is defined by the 

harmonic mean of Precision and Recall. To exclude unreliable 

responses, we consider a response invalid if the “best” category 

remarked in the response does not coincide with the original 

category. This implies that the selected two categories of a valid 

response will always contain the original category of the 

document. Let us assume that a notation ����
���  represents a 

set of categories that are manually selected at least once as the 

best or second best category of a document d in valid responses. 

Additionally, assume that a notation ����
��	
  a set of 

categories that are automatically recommended at least once as 

the most or second most appropriate category of a document d 

by using our methodology. 

 If a number of elements of a set A can be represented by 

count(A), the Precision, Recall, and F-Score can be calculated 

using: 
 

�������� � 	
∑ ����������
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��
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This study is still in progress. In accordance with the 

evaluation criteria and performance measures, we are currently 

undertaking user surveys. After the completion of the surveys, 

we will not only estimate the overall accuracy of our 

methodology, but also compare the differences in accuracies 

among various categories.  

V. CONCLUSION 

Many kinds of multi-category classifiers have been invented 

so far. However, they cannot work properly unless 

multi-categorized training sets are provided. To overcome such 

limitations, we previously proposed a new methodology that 

could extend the category of a single-categorized document to 

multiple categorizes by analyzing the relationships among 

categories, topics, and documents. In this paper, we proposed a 

survey-based verification scenario for estimating the accuracy 

of our methodology. As mentioned earlier, this study is still in 

progress, and we are performing user surveys currently in 

accordance with the evaluation criteria and performance 

measures proposed in this paper. In future studies, we aim to 

present the difference in accuracies among various categories 

as well as the overall accuracy of our methodology.  
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