
 

 

 
Abstract—In order to help the expert to validate association rules 

extracted from data, some quality measures are proposed in the 
literature. We distinguish two categories: objective and subjective 
measures. The first one depends on a fixed threshold and on data 
quality from which the rules are extracted. The second one consists 
on providing to the expert some tools in the objective to explore and 
visualize rules during the evaluation step. However, the number of 
extracted rules to validate remains high. Thus, the manually mining 
rules task is very hard. To solve this problem, we propose, in this 
paper, a semi-automatic method to assist the expert during the 
association rule's validation. Our method uses rule-based 
classification as follow: (i) We transform association rules into 
classification rules (classifiers), (ii) We use the generated classifiers 
for data classification. (iii) We visualize association rules with their 
quality classification to give an idea to the expert and to assist him 
during validation process. 
 

Keywords—Association rules, Rule-based classification, 
Classification quality, Validation. 

I. INTRODUCTION 

HE major problems related to the association rules 
extraction are their redundancy, their large number and 

their relevance level. Several studies tried to solve the problem 
of association rule’s relevance by proposing quality measures 
in the objective to help the expert to validate them. Two types 
of measures were proposed: objective measures and subjective 
measures [33], [26]. 

The objective quality measures depend only on the nature 
of the input data from which the rules are extracted. This 
evaluation technique is based on the following principle: (i) 
the expert choose the measure and fix the associated threshold. 
(ii) Rules having a value greater or equal to the threshold are 
retained [18].  

We observe that there are three problems related to the use 
of objective quality measures such as:  
1) The quality measures are expressed by formulas which 

aren’t generally easy to be understood by experts. 
2) The arbitrary choice of their thresholds may not cover the 

expert interest domain. 
3) The number of rules remains important even using 

objective quality measures.  
For these reasons, the subjective measures are proposed in 

[35], [18], [12], [5], [4], [25], [14], [11]. In fact, in these 
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works, authors notice that subjective measures include two 
subcategories.  

The first one is to provide interactive exploration systems of 
rules for the expert [23], [6]. In this case two limitations have 
been observed. The first one is related to the way of displaying 
rules. In fact, textual display of association rules makes their 
interpretation difficult especially when the number of rules is 
high [33]. The second one is related to the limited number of 
objective measures offered to the expert, indeed, in [18], the 
authors mention that it is useful to choose the objective 
measure with respect to input data, since each one has specific 
characteristics and the right choice leads to good results. Thus, 
to facilitate the expert mission to make the right choices of 
association rules for validation, the researchers [35], [4], [11] 
consider that visualization systems, which are the second 
subcategory of subjective measures, can be one of the most 
suitable solutions. However, it is very difficult to assimilate 
the visualization of all rules, especially if the number of their 
attributes is important. In addition, most of these systems 
require that the expert must understand the statistical tools to 
interpret the results of the visualization. To contribute for 
solving these problems, we propose in this paper, a method of 
semi-automatic validation exploiting the rule-based 
classification [27], [24], [10], [26], [8]. In fact, it is proved in 
several works such as: [8], [22] that the classification based on 
association rules has high classification precision and strong 
flexibility to handle unstructured data compared to traditional 
classification methods. Thus, the quality of classification can 
support expert opinion in order to avoid their evaluation and 
validation one by one. 

The rest of this paper is organized as follow: In the second 
section we recall some basic concepts necessary to understand 
our method. In the third section, we present a related works of 
rule-based classification method. The fourth section is devoted 
to the presentation of our contribution. In the fifth section, we 
illustrate our method by a training set used by the domain 
community. In sixth section, we present our prototype and 
some experiments for validate the proposed method. Finally, 
we end with a conclusion and some perspectives. 

II. BASICS NOTIONS 

In this section, we present some preliminary notions related 
to Formal Concept Analysis [13], association rules and 
classification rules. 

A. Formal Concept Analysis  

1) Formal context: let (O, I, R) be a triplet with O and I are 
respectively sets of objects, sets of items and R  O x I is 
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a binary relation between objects and items. 
2) Galois connection: let K = (O, I, R) be a formal context, 

For every set of objects A ⊆ O, the set f(A) of attributes 
which characterize the objects of A using relation R is 
defined as: 
 

    { |    },  ,f A i I o A o i R                (1) 

 
Dually, for every set of attributes B ⊆ I, the set g(B) of objects 
which are characterized by the attributes of B is defined as:  

 

   { |    },  ,g B o O i B o i R                   (2) 

 
The two functions f and g are called Galois connection. The 
operator f°g(B) = is called the closure operator.  
3) Formal concept: a formal concept is a maximal objects-

attributes subset where objects and attributes are in 
relation. More formally, it is a pair (A, B) with A  O and 
B  I, which verifies f(A) = B and g(B) = A.A is the 
extent of the concept and B is its intent. 

4) Partial order relation between concepts ≤: The partial 
order relation called ≤ is defined as follow: for two formal 
concepts (A1, B1) and (A2, B2): (A1, B1) ≤ (A2, B2)  A2 
A1 and B1 B2. 

5) Meet/Join: for each concepts (A1, B1) and (A2, B2), it 
exists a greatest lower bound (resp. a least upper bound) 
called Meet (resp. Join) denoted as ((A1, B1)  (A2, B2) 
(resp. (A1, B1)  (A2, B2)) defined by: 
 

        ,  ,  ,  1 1 2 2 1 2 1 2A B A B g B B B B       (3) 

 

        ,  ,  ,  1 1 2 2 1 2 1 2A B A B B B f B B      (4) 

 
6) Galois lattice: Let T is a set of formal concepts extracted 

from a formal context K=(O,I,R), (T,≤) is called Galois 
lattice associated to K. Its representation is done by Hass 
diagram. 

7) Iceberg lattice: A partial ordered structure of frequent 
closed itemsets having only the join operator. It‘s 
considered a superior semi-lattice. 

B. Association Rules 

The following notions are defined in several works such as: 
[30], [2], [3], [15]. 
1) Itemset: let I a set of items, the itemset is a nonempty 

subset of items. An itemset containing k elements is 
called k-itemset. 

2) Support of an itemset: the frequency of simultaneous 
occurrence of an itemset (I’) in the set of objects. It is 
called supp(I’).  

3) Frequent itemset (FI): FI is a set of items where their 
support ≥ minsup. Minsup is a user-specified threshold. 
All its subsets are frequent. The set of all frequent 
itemsets are called SFI. 

4) Association rule: each association rule has the following 

form: A  B, where A and B are disjoint itemsets. A is 
its antecedent (condition) and B is its consequent. 

5) Confidence: The confidence of an association rule R (A 
 B) measures how often items in B appear in objects 
that contain A. It is computed by: 
 

       ( ) /Confidence R Supp A B Supp A        (5) 

 

where: Supp(AB) is the number of objects which are shared 
by itemsets A and B. Supp(A) is the number of objects that 
contain A. Based on the degree of confidence, there are three 
kinds of association rules: (i) Exact association rule which has 
a confidence = 1, (ii) Approximate association rule which has 
confidence < 1 and (iii) Valid association rule which has a 
confidence ≥ minconf. Minconf is a threshold specified by the 
expert. 
6) Frequent Closed Itemset (FCI): An itemset I’ is called 

closed if I’ = (I’). In other words, an itemset I’ is closed 
if the intersect of the objects to which I’ belongs to I’ and 
it is frequent if its support ≥ minsup. 

7) Minimal Generator: An itemset c ⊆ I is a closed itemset 

generator I’ iff (c) = I’. c is a minimal frequent generator 
if its support is ≥ minsup. The set of frequent minimal 
generators of I’ is called GMFI’ and defined as follow: 
 

   { | }’  ’’ 1 1GMF c I c I c c c II           (6) 

 
8) Generic base of exact association rules and Informative 

base of approximate association rules: Generic base of 
exact association rules (GBE) is a base composed of non-
redundant generic rules having a confidence ratio equal to 
1. Given a context (O, I, R), the set of frequent closed 
itemsets (SFCI) and the set of minimal generators GMFk: 
 

   :  ’ \ , ’ ’  ’{ | }GBE R R c I c I SFCI c GMF c I c Ik         

(7) 
 

while informative base of approximate association (GBA) 
rules is defined as: 

 

 : \  , ,1 1 2 2{ 12
|GBA R R c I c I I SFCI c GMF I II       

  }Conf R minconf (8) 

 
The union of those bases constitutes a generic base without 
losing information. 

C. Classification Rules 

1) Classification rule (Classifier): it has the form: A ck 
where the premise A is an itemset and the conclusion ck is 
an instance of the attribute class which is denoted C [8]. 

2) Recall / Precision: before defining these two notions, we 
recall the terms of True positives (TP), True Negatives 
(TN), False Positives (FP) and False Negatives (FN). The 
terms positive and negative refer to the classifier's 
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prediction or the expectation, and the terms true and false 
refer to whether that prediction corresponds to the 
external judgment or observation. Let be TP a Correct 
result, FP an Unexpected result, FN a Missing result and 
TN a correct absence of result, the Recall and the 
Precision are defined as follow [28]:  

- Recall = TP / (TP + FN)  
- Precision = TP / (TP + FP) 

III. RELATED WORKS: RULE-BASED CLASSIFICATION 

The main objective of the classification is to discriminate 
the maximum of classes by grouping objects which are similar 
in each class. It has two steps, the first one is to use a training 
set to define classifiers and the second step is to use these 
classifiers on a test set to determine the class of each new 
object. To evaluate the quality of the classification method, 
statistical measures are used such as: recall and precision [28].  

In the case of a rule-based classification, classifiers are a set 
of classification rules. According to [8], this method involves 
two steps. The first one is to generate a classifier in the form 
of classification rules from a training set, while the second is 
the use of these rules to predict the class of new data. 

To determine the set of classification rules or classifier, 
three approaches have been proposed. The first one is to 
extract classification rules from a decision tree built using a 
training set such as: C4.5rules algorithm [31]. The second 
approach generates the classification rules directly from the 
training set as in the case of Prism [9], GRAND [29], LEGAL 
[19], RULEARNER [32], CIBLe [27], IPR [24], CITREC [10] 
and BFC [26]. The third approach extracts classification rules 
by exploiting association rules. Several algorithms have 
adopted this approach to build classifiers such us: CBA [20], 
HARMONY [34], GARC [7] and CAR-Miner [22]. 

Once the classification rules are determined, they will be 
used to classify new objects. To be classified, each object is 
assigned to the most weighted rule to be triggered to 
determine the associated class. Otherwise, the object will not 
be classified because no rule has been triggered. 

Among the rule-based classification methods already 
mentioned, there are those who exploit the Formal Concept 
Analysis (FCA) to classify new data. These methods contain 
two phases. The first one is the training which consists on 
organizing the data of the initial context under the form of a 
lattice. The second phase is the classification which allows 
determining the class of new objects by exploiting the lattice 
[26]. 

The first classification algorithms like GRAND [29] and 
RULEARNER [32] are based on a complete lattice to classify 
new objects. However, a major limitation related to the 
exponential complexity of the lattice construction phase which 
is a handicap in classification process. To resolve this 
problem, several algorithms have been proposed such as 
LEGAL [19] and CIBLe [27]. They build a sub-lattice for the 
training process which reduces the complexity of the 
treatment. In fact, it increases simultaneously the run time and 
the number of generated concepts. 

Some other algorithms have used the cover concepts which 

belong to the family of sub-lattices such as: IPR [24] and BFC 
[26]. Indeed, a sub-lattice contains only the most relevant 
formal concepts from a lattice. The determination of the 
relevant concepts is based on a measurement function such as 
entropy, gain, etc.  

In this context, we can mention the work of [21] which is 
based on Formal Concept Analysis and the notion of 
consensus to generate classification rules. In fact, the proposed 
work consists on: (i) building a random forest from an initial 
training set in order to generate classification rules. (ii) From 
the result obtained in (i) they generate a subset of rules having 
a consensus degree without loose of information. They are 
called consensual classification rules. 

IV. OUR CONTRIBUTION 

In [1], an algorithm of association rules extraction called 
CondClose was proposed. To evaluate association rules 
extracted by this algorithm, we introduce a method which 
exploits a rules-based classification to validate them. The 
choice of rules-based classification is founded on the results of 
some research works in [8] and [22]. They proved that 
classification rules are precise for classification.  

Before detailing our validation method of association rules, 
we recall the principle of CondClose algorithm. In fact, to 
extract non redundant rules without losing information, 
CondClose is based on three steps. The first one allows 
extracting the frequent minimal generators as well as the 
positive border by condensing the initial context in the 
objective to minimize the run time. The second one uses the 
minimal generators and the condensed context results to 
construct a frequent minimal generators lattice. The third step 
determines the generic base of exact and approximate 
association rules related to frequent minimal generators lattice. 

Our validation method has as a main objective to assist 
expert during the validation of the association rules. Five steps 
are necessary in our method (see Fig. 1). We describe them in 
the following subsections. 

A. Step1: Association Rules Generation 

The objective of this step is to generate association rules 
from a training set. The training set is represented as a matrix 
where columns are attributes and rows are instances of these 
attributes. The last column (attribute) of this matrix is a class 
where instances are nominal type. The other attributes can 
have values of different types: nominal, continuous, ordinal, 
etc.  

To extract association rules, we use the training set without 
the class attribute. Thus, we can extract association rules that 
describe the correlations between attributes which aren’t a 
class attribute. 

In order to apply our mining association rules algorithm, we 
transform the training set without the class attribute in a 
formal context. The generated association rules by CondClose 
are the result of this step. We denote association rules by RAR. 
Kinds of obtained rules are either exact (REX), or approximate 
or exact and approximate. 
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B. Step2: Classification Rules Generation 

In this step we use a rule-based classification algorithm to 
generate classification rules. The input of the chosen algorithm 
is the same training set used in the step of generating 
association rules. The obtained classification rules are denoted 
RCR and will be with RAR the input of the next step in order to 
generate new classifiers. 

C. Step3: Generation of New Classifiers 

In this step, we generate new classifiers from association 
rules extracted by applying one of the following mappings 
which is defined as follows: 
- Complete mapping: let Ri RAR and Rj RCR, if 

antecedent(Rj) = consequent(Ri) then we said that there is 
a complete mapping between Ri and Rj. 

- Partial mapping: let Ri RAR and Rj RCR, if 
antecedent(Rj)  consequent(Ri) then we said that there is 
a partial mapping between Ri and Rj. 

The result obtained applying these two cases is a new 
classifier denoted RResult which contains a set of rules having 
the form: antecedent(Ri) consequent(Rj). 

D. Step4: Validation of New Classifiers 

We use RResult as new classifier and apply it to the same 
training set in order to determine its classification quality. The 
classification quality includes the rates of recall, precision, 
correctly classified instances (CCI), incorrectly classified 
instances (ICI) and unclassified instances (UI). 

E. Step5: Association Rules Validation 

In this step, our method offers the possibility to visualize 
the classification quality of the new classifiers in order to 
assist expert to validate association rules used to generate 
them. 

V.  ILLUSTRATION OF OUR METHOD 

To illustrate our method, we use a Weather.nominal training 
set [17], see Table I. The values of their attributes have a 
nominal type. To apply the first step of our method, we use a 
binarization method implemented in Weka Software [16] to 
obtain a formal context K = (O, I, R). O is the set of instances 
(or objects), I is the set of attributes and R is a binary relation 
between O and I. 

 
TABLE I 

DESCRIPTION OF THE TRAINING SET 
Number of 

instances (objects) 
Number of 
attributes 

Number of 
binary attributes 

Number of 
classes 

14 4 8 2 

A. Results of the Step Association Rules Generation 

After applying the CondClose algorithm to the binarized 
training set with minsup = 10% and minconf = 10%, RAR 
contains 5 exact rules (REX) and 49 approximate rules (RAP). 
Table II presents the REX and the RAP results with their 
confidence rates denoted Conf. 

 
 

TABLE II 
ASSOCIATION RULES RESULT (RAR) AFTER APPLYING CONDCLOSE 

RAR (Association rules) Conf. 
REX (Exact rules) 

 R1 : IF [temperature=cool] THEN [humidity] 100% 
 R2 : IF [outlook=rainy, temperature=cool] THEN [humidity] 100% 
 R3 : IF [temperature=hot, outlook=overcast] THEN [windy] 100% 
 R4 : IF [windy, outlook=overcast] THEN [temperature=hot] 100% 
 R5 : IF [windy, temperature=cool] THEN [humidity] 100% 

RAP (Approximate rules)
 R1 : IF [temperature=hot] THEN [windy] 72% 
 R2 : IF [humidity, outlook=rainy] THEN [windy] 67% 
 R3 : IF [humidity, outlook=rainy] THEN [temperature=cool] 67% 
 R4 : IF [windy, temperature=mild] THEN [outlook=rainy] 67% 
 R5 : IF [windy, outlook=rainy] THEN [humidity] 67% 
 R6 : IF [windy, outlook=rainy] THEN [temperature=mild] 67% 
 R7 : IF [windy, temperature=hot] THEN [outlook=overcast] 67% 
 R8 : IF [temperature=mild, outlook=rainy] Then [windy] 67% 
 R9 : IF [outlook=sunny] Then [windy] 58% 
 R10 : IF [humidity] Then [windy] 58% 
 R11 : IF [humidity] Then [temperature=cool] 58% 
 R12 : IF [outlook=rainy] Then [humidity] 58% 
 R13 : IF [outlook=rainy] Then [windy] 58% 
 R14 : IF [outlook=rainy] Then [temperature=mild] 58% 
 R15 :    IF [windy] Then [humidity] 51% 
 R16 : IF [temperature=mild] Then [windy] 49% 
 R17 : IF [temperature=mild] Then [outlook=rainy] 49% 
 R18 : IF [outlook=overcast] Then [humidity] 48% 
 R19 : IF [outlook=overcast] Then [windy, temperature=hot] 48% 
 R20 : IF [temperature=hot] Then [outlook=sunny] 48% 
 R21 : IF [windy, humidity] Then [outlook=rainy] 48% 
 R22 : IF [windy, humidity] Then [temperature=cool] 48% 
 R23 : IF [temperature=cool] Then [humidity, outlook=rainy] 48% 
 R24 : IF [temperature=cool] Then [windy, humidity] 48% 
 R25 : IF [temperature=hot] Then [windy, outlook=overcast] 48% 
 R26 : IF [humidity] Then [outlook=rainy] 42% 
 R27 : IF [outlook=sunny] Then [humidity] 39% 
 R28 : IF [outlook=sunny] Then [temperature=mild] 39% 
 R29 : IF [outlook=sunny] Then [temperature=hot] 39% 
 R30 : IF [outlook=rainy] Then [windy, humidity] 39% 
 R31 : IF [outlook=rainy] THEN [humidity, temperature=cool] 39% 
 R32 : IF [outlook=rainy] THEN [windy, temperature=mild] 39% 
 R33 : IF [windy] THEN [temperature=mild] 37% 
 R34 : IF [windy] THEN [outlook=sunny] 37% 
 R35 : IF [windy] THEN [outlook=rainy] 37% 
 R36 : IF [windy] THEN [temperature=hot] 37% 
 R37 : IF [temperature=mild] THEN [humidity] 33% 
 R38 : IF [temperature=mild] THEN [outlook=sunny] 33% 
 R39 : IF [temperature=mild] THEN [windy, outlook=rainy] 33% 
 R40 : IF [humidity] THEN [outlook=sunny] 28% 
 R41 : IF [humidity] THEN [temperature=mild] 28% 
 R42 : IF [humidity] THEN [outlook=overcast] 28% 
 R43 : IF [humidity] THEN [windy, outlook=rainy] 28% 
 R44 : IF [humidity] THEN [outlook=rainy, temperature=cool] 28% 
 R45 : IF [humidity] THEN [windy, temperature=cool] 28% 
 R46 : IF [windy] THEN [humidity, temperature=cool] 25% 
 R47 : IF [windy] THEN [temperature=hot, outlook=overcast] 25% 
 R48 : IF [windy] THEN [humidity, outlook=rainy] 25% 
 R49 : IF [windy] THEN [temperature=mild, outlook=rainy] 25% 

B. Results of the Step Classification Rules Generation 

In this step, we use BFC algorithm to generate classification 
rules (see Table III) because it’s based on a sound 
mathematical foundation on what is based CondClose. 
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Fig. 1 General architecture of our method 
 

TABLE III 
CLASSIFICATION RULES(RCR) OBTAINED BY BFC 

RCR (Classification rules) 

R1 : IF [outlook=overcast] Then [Yes]  

 R2 : IF [humidity] THEN [Yes]  

 R3 : IF [outlook=sunny, temperature=hot] THEN [No]  

 R4 : IF [outlook=sunny] THEN [No]  

 R5 : IF [outlook=overcast, temperature=hot, windy] THEN [Yes]  

R6 : IF [windy] THEN [Yes]  

R7 : IF [temperature=mild, humidity] THEN [Yes]  

R8 : IF [outlook=sunny, temperature=hot, windy] THEN [No]  

R9 : IF [outlook=overcast, temperature=mild] THEN [Yes]  

R10 : IF [outlook=sunny, windy] THEN [No]  

R11 : IF [outlook=rainy] THEN [No] 

R12 : IF [outlook=overcast, temperature=cool, humidity] THEN [Yes] 

C. Results of the Step Generation of New Classifiers 

We use the set RCR to transform REX and RAP rules. For this, 
two cases can be handled: the complete mapping and the 
partial mapping.  
1) Example of complete mapping: the results of the complete 

mapping between (exact association rule R1 and the 
classification rule R2) is shown in Table IV. 

 
TABLE IV 

EXAMPLE OF COMPLETE MAPPING 

 Rule result after complete mapping 

R1 : IF [temperature=cool] 
THEN[humidity] RResult: IF [temperature=cool] THEN 

[Yes] 
R2 : IF [humidity] THEN [Yes] 

 
2) Example of Partial mapping: The partial mapping 

between exact association rule R1 and the classification 
rule R7 is shown in Table V. 

 
TABLE V 

EXAMPLE OF PARTIAL MAPPING 

 Rule result after partial mapping 

R1 : IF [temperature=cool] 
THEN[humidity] RResult: IF [temperature=cool] 

THEN [Yes] R7 : IF [temperature=mild, 
humidity] THEN [Yes] 

 

Using the same principle illustrated by these two examples, 
we handle the REX, the RAP and RAR and we obtain six kinds of 
classifiers. Each kind of classifier depends on the type of 
association rules (exact, approximate or (exact and 
approximate)) and the kind of mapping (complete or partial). 

D. Results of the Step Validation of New Classifiers 

We apply the six obtained classifiers to the same training 
set in order to determine rates of recall, precision, correctly 
classified instances (CCI), incorrectly classified instances 
(ICI) and unclassified instances (UI).  

Table VI presents the details of different rates after the 
mapping of REX, RAP and RAR which express the quality of our 
association rules after their use as a classifier. 

 
TABLE VI 

THE CLASSIFICATION QUALITY OF THE SIX CLASSIFIERS 

 
BFC 
Rates 

RResultat 

 
Case1 : Complete 

mapping 
Case2 : Partial mapping 

  REX RAP RAR REX RAP RAR 

Recall 0.929 0.833 0.714 0.714 0.833 0.714 0.714 

Precision 0.936 0.694 0.802 0.802 0.694 0.802 0.802 

CCI 92.857 35.714 71.429 71.429 21.429 71.429 71.429 

ICI 7.143 7.143 28.571 28.571 21.429 28.571 28.571 

UI 0 57.143 0 0 57.142 0 0 

 
We observe in Table VI that using only exact rules as a 

classifier, the precision rate is the lowest one and the recall 
rate is the highest comparing with recall and precision rates 
obtained when we use separately RAP and RAR in the two kind 
of mapping. However, when we use at the same time exact 
and approximate rules (RAR), we get the best rate of precision 
and recall. 

We observe also that when we use RAR, the CCI is greater 
than using exact rules. 

E. Results of the Step Association Rules Validation 

The classification quality will be displayed to the expert 
according to his choice such as: mapping type and the type of 
association rules to be used in classification. Having these 
information’s, the expert could start the validation of 
association rules used. 

VI. EXPERIMENTAL STUDY  

After using an illustrative example to explain the different 
steps of our method, we implemented an interactive prototype 
called S2A2RV (System of Semi-Automatic Association 
Rules Validation) to evaluate our method. We present in this 
section the general architecture of our prototype and the 
results of the different experiments using training sets on 
medical domain.  

A. General Architecture of Our Prototype S2A2RV 

S2A2RV integrates all steps of our method and includes 
five modules which are: preprocessing module, association 
rules generation module, classification rules generation 
module, generation of new classifiers module, validation of 
new classifiers module and association rules validation 
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module. Fig. 2 presents the functional architecture of our 
prototype and Fig. 3 presents its general architecture. 

 

 

Fig. 2 Functional architecture of S2A2RV 
 

 

Fig. 3 General architecture of S2A2RV 

B. Evaluation of Our Method  

To evaluate our method, we have chosen a medical domain 
and especially the ENT field. We made some experiments 
using a real training set which contains 127 instances (X-Ray) 
of the nasal bones. This X-Rays are collected from El Amen 
Clinic and Hospital La Rabta in Tunisia. They are classified 
into three classes: healthy (class A), small fracture (class B) 
and big fracture (class C). Each nose is characterized by 12 
attributes which are: ExtentL, ExtentR, BoundingL, 
BoundingR, PerimeterL, PerimeterR, AreaL, AreaR, 
SolidityL, SolidityR, CompactnessL, CompactnessR. These 
attributes are specified by the doctors and their values have a 
numeric type. 

To apply the first step of our method, we use a binarization 
method for numeric values which is implemented in Weka to 
obtain a formal context having 60 binarized attributes. We 
summarize all these information in Table VII. 

 
 
 
 
 
 

TABLE VII 
DESCRIPTION OF THE REAL TRAINING SET 

Number of 
instances (objects) 

Number of 
attributes 

Number of 
binary attributes 

Number 
of classes 

127 12 60 3 

 
To generate new classification rules, we use two different 

rule-based classification algorithms such as: BFC [26] and 
Reduced Random Forests [21] in order to study the impact of 
the chosen algorithms on the association rules quality 
classification.  

Table VIII describes the classification quality (precision, 
recall, CCI, ICI and UI) of BFC and Reduced Random Forest 
algorithms using the training set described in Table VII. 

 
TABLE VIII 

CLASSIFICATION QUALITY RATES OF BFC AND REDUCED RANDOM 

FORESTS 

  BFC 
Reduced Random 

Forests 
% CCI  72.441 94.488 

% ICI  1.575 5.5118 

% UI  25.984 0 

Precision 

   

Class A 1 1 

Class B 0.950 0.952 

Class C 0.955 0.848 

Weighted Avg. 0.979 0.947 

Recall 

   

Class A 1 1 

Class B 0.950 0.889 

Class C 0.955 0.933 

Weighted Avg. 0.979 0.945 

 
We observe that Reduced Random Forest algorithm 

classifies all instances. In fact, 94.488% of instances are 
correctly classified. However BFC algorithm classifies only 
74.016% where 1.575 aren’t correctly classified. 

1) Description of the Functionalities of Our Prototype 

After running our prototype using the binarized training set 
with for example a support value = 10% and confidence value 
= 50%, we obtain the result as it is shown in Fig. 4. 

The two boxes in the top represent the list of association 
rules generated by the algorithm CondClose and the list of 
classification rules extracted using Reduced Random Forest 
algorithm. The middle part of the interface allows the expert to 
select the type of mapping and the association rules used to 
generate new classifiers. 

In our case, the expert has chosen to apply complete 
mapping of exact and approximate rules. New classifiers are 
displayed. The expert can be applied them on the same 
binarized training set to obtain the recall, precision, CCI, ICI 
and UI rates. The visualization of these rates allows the expert 
to have an idea about the quality of exact and approximate 
rules used to generate the classifiers. This step assist expert to 
validate easily association rules. 

In fact, our prototype provides an opportunity for the expert 
to affirm or reject the validity of the association rules selected 
to view their classification quality. 
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2) Results of Different Experiments 

In this section, we present the different results of 
experiments using the training set described in Table VII. 

These experiments are executed using a PC with CPU Intel 
Atom N2600 1.6 GHz, 2 GB memory and 1 MB cache.  

 

Fig. 4 Association rules with their classification quality in order to assist expert during validation 
 

We can organize the experiments on two categories: 
evaluation of the complete mapping’s quality classification 
and that of the partial mapping. 

In order to evaluate the quality classification, we present the 
variation of precision, recall, CCI, ICI and UI rates (Weighted 
Avg.) associated to exact and approximate rules after mapping 
using BFC's and Reduced Random Forest’s (RRF) 
classification rules. In Figs. 5-9, we present the results of the 
first category's experiments. We observe in Figs. 5 and 6 that 
the precision and recall rates associated to new classifiers 
resulting from complete mapping between exact rules and 
BFC’s classification rules are better than the use of RRF’s 
classification rules. However, using approximate rules having 
confidence between 10% and 50% with BFC classifiers, we 
observe that the precision and recall rates are lower than those 
with RRF classifiers. Furthermore, the quality classification of 
approximate rules having a confidence more than 50% is 
higher when they are mapped with BFC’s classifiers. 
 

 

Fig. 5 Variation of precision rates associated to exact and 
approximate rules after complete mapping using BFC's and RRF's 

classifiers 

 

Fig. 6 Variation of recall rates associated to exact and approximate 
rules after complete mapping using BFC's and RRF's classifiers 
 
Fig.7 shows that correctly classified instances (CCI) rates of 

exact and approximate rules using RRF’s classifiers is better 
than using BFC’s classifiers. This is related to the 
classification quality of the rule-based classification algorithm 
(see Table VIII). In fact, the CCI rate of RRF is better than 
BFC. The ICI and UI rates (see Figs.8and 9) vary in the same 
way as the precision and recall rates. 

 

 

Fig. 7 Variation of CCI rates associated to exact and approximate 
rules after complete mapping using BFC's and RRF's classifiers 
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Fig. 8 Variation of ICC rates associated to exact and approximate 
rules after complete mapping using BFC's and RRF's classification 

rules 
 

 

Fig. 9 Variation of UI rates associated to exact and approximate rules 
after complete mapping using BFC's and RRF's classification rules 
 
Figs. 10-14 present the results of the partial mapping’s 

experiments. We observe that precision and recall rates (see 
Figs. 10 and 11) of association rules mapped with BFC’s 
classifiers are better than mapped with RRF’s classifies 
because the BFC’s precision and recall rates are higher than 
RRF’s quality classification. In addition, the approximate rules 
quality classification mapped with BFC’ classifiers are better 
than exact rules mapped with same classifiers.  

Despite, RRF’s CCI rate is better than BFC’s rate (see 
Table VIII); the association rules mapped with BFC’s 
classifiers have the best CCI and ICI rates (see Figs.12 and 
13). However, the UC rates of association rules mapped with 
RRF is better than mapped with BFC. 

 

 

Fig. 10 Variation of precision rates associated to exact and 
approximate rules after partial mapping using BFC's and RRF's 

classification rules 

 

Fig. 11 Variation of recall rates associated to exact and approximate 
rules after partial mapping using BFC's and RRF's classifiers 

 

 

Fig. 12 Variation of CCI rates associated to exact and approximate 
rules after partial mapping using BFC's and RRF's classification rules 

 

 

Fig. 13 Variation of ICI rates associated to exact and approximate 
rules after partial mapping using BFC's and RRF's classification rules 

 

 
Fig. 14 Variation of UI rates associated to exact and approximate 

rules after partial mapping using BFC's and RRF's classification rules 

VII. CONCLUSION 

The validation of association rules by the expert is a hard 
task when their number is great. In this paper, we presented a 
semi-automatic method to help the expert during validation 
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task. The main idea of our method is to exploit rule-based 
classification systems by transforming association rules into 
classifiers and visualize them with their classification quality 
using our prototype. The display of the result provides an idea 
to the expert on the association rules quality (relevance). Thus 
he could validate them easily. As a perspective, we plan to 
perform our method to use it as a kernel of a recommender 
system in semantic web. 
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