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Abstract—In this paper, we provided a literature survey on the
artificial stock problem (ASM). The paper began by exploring the
complexity of the stock market and the needs for ASM. ASM
aims to investigate the link between individual behaviors (micro
level) and financial market dynamics (macro level). The variety of
patterns at the macro level is a function of the AFM complexity. The
financial market system is a complex system where the relationship
between the micro and macro level cannot be captured analytically.
Computational approaches, such as simulation, are expected to
comprehend this connection. Agent-based simulation is a simulation
technique commonly used to build AFMs. The paper proceeds by
discussing the components of the ASM. We consider the roles
of behavioral finance (BF) alongside the traditionally risk-averse
assumption in the construction of agent’s attributes. Also, the
influence of social networks in the developing of agents interactions is
addressed. Network topologies such as a small world, distance-based,
and scale-free networks may be utilized to outline economic
collaborations. In addition, the primary methods for developing
agents learning and adaptive abilities have been summarized.
These incorporated approach such as Genetic Algorithm, Genetic
Programming, Artificial neural network and Reinforcement Learning.
In addition, the most common statistical properties (the stylized facts)
of stock that are used for calibration and validation of ASM are
discussed. Besides, we have reviewed the major related previous
studies and categorize the utilized approaches as a part of these
studies. Finally, research directions and potential research questions
are argued. The research directions of ASM may focus on the macro
level by analyzing the market dynamic or on the micro level by
investigating the wealth distributions of the agents.

Keywords—Artificial stock markets, agent based simulation,
bounded rationality, behavioral finance, artificial neural network,
interaction, scale-free networks.

I. INTRODUCTION

THE stock price movements were and still are an unsolved
puzzle. The contradiction between the fundamental value

of a stock and the actual market price creates this problem.
The traditional assumptions of asset values can be traced back
to Adam Smith [1] and his concept of the invisible hand. In
financial mathematics, it has been assumed that stock prices
follow random walks that go in line with the Efficient Market
Hypothesis [2]. In the same context and as a development of
the Random Walk Hypothesis1, the martingale property states
that the expected future price given all the past information is
the current price.
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1See [3] and [4]

These theories in addition to other theories and models
such as portfolio theory, capital asset pricing model (CAPM),
arbitrage pricing theorem (APT) and other rational expectation
models were able to predict the market in a certain epoch. Still,
the financial markets have shown anomalies and behaviors
that could not be explained by these theories, which lead
to investigations of behavioral finance (BF). As early as
Allais’ paradox [5] that demonstrated the inconsistency of
the independence axiom in expected utility theory and,
in 1953, criticized the ”rational man” in the American
school of economics. In 1955, H. Simon [7]2 introduced the
concept of bounded rationality to better approximate human
capacity to deal with available information and not with full
information. After all, the ideal ”rational man” that produced
optimal decisions with complete information did not exist.
Under bounded rationality, agents search for satisficing (a
portmanteau of satisfy and suffice) not optimal solutions.

The development of prospect theory in 1979 introduced
behavioral economics and behavioral finance. In prospect
theory, Tversky and Kahneman [12] experimentally showed
that people tend to emphasize losses more than profit and thus
they are more loss-averse than risk-averse.

It was in the 1980s when scholars began to compare
between the volatility of stock markets and the anticipated
volatility of the efficient market hypothesis (EMH). The
comparisons show that stocks reveal some excess volatility
that is due to non-fundamental reasons. For example, Dehnad
[13] examined the EMH against the market data using some
statistical tools. He reasoned that certain assertions of EMH
and mathematical finance could be eliminated with a high
degree of confidence. In the 1990s, academia tended to move
toward developing models of human psychology to understand
the price movement3.

The BF models have shown that implementing arbitrage
strategies might be both risky and costly, and thus noise
traders may have a long impact on prices. These models
provided the first building block of BF that is concerned with
arbitrage. The second building block of BF is psychology. The
different psyches of people such as overconfidence, optimism,
representativeness (over-weighting of new information) and
conservatism (under-weighting of new information) tend
to form biased beliefs [14]. Pompian [15] have included
twenty biases in his book; this includes overconfidence bias,

2See also [8]-[11]
3see [18]
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representativeness bias, anchoring bias, cognitive dissonance
bias, availability bias, self-attribution bias, illusion of control
bias, conservatism bias, ambiguity bias, endowment bias,
self-control bias, optimism bias, mental accounting bias,
confirmation bias, hindsight bias, loss aversion bias, decency
bias, regret aversion bias, farming bias, and status quo bias.

In addition to BF, Farmer and Lo [16] pointed out the role
of biology in the modeling of stock market where they stated:

“One of the most promising directions is to view
financial markets from a biological perspective
and, specifically, within an evolutionary framework
in which markets, instruments, institutions, and
investors interact and evolve dynamically according
to the ”law” of economic selection. Under this
view, financial agents compete and adapt, but they
do not necessarily do so in an optimal fashion.
Evolutionary and ecological models of financial
markets are truly a new frontier whose exploration
has just begun.”

In fact Lo [17] declared that the evolutionary perspective
provides the missing ingredient to the concept of bounded
rationality. More specifically, individuals will be able to
determine the satisfactory point by learning from their
mistakes in a given environment conditions. However, as a
reconciliation between the EMH and BF, Lo [17] and [19]
has proposed the Adaptive Market Hypothesis (AMH). AMH
claimed that the anomalous that may be observed in the
financial are only anomalous in the eyes of an economist
(rational) while they are completely natural in biological
perspective. The summary of the implications of the AMH
as provided by Lo are:

1) The relationship between the risk and return are not
stable over time but rather is affected by the population
size and the preference of the majority.

2) The AMH states that up-normal returns occasionally
take places.

3) Investment strategies are also influenced by the
environment of the market.

4) While the EMH states that utility maximization is
the objective of the investment, the AMH claims that
survival is the ultimate goal for the investors.

Agents in stock markets are equipped with variable degrees
of rationality, behaviors, risk preferences, information access
and asymmetries, and variable computational capabilities. All
of these attributes create the complexity of the markets. A
complex system is defined by Mitchell [20] as:

“ A system in which large networks of components with
no central control and simple rules of operation give rise
to complex collective behavior, sophisticated information
processing, and adaptation via learning or evolution.”

Agents interact by passing signals and information to each
other. Based on these interactions they learn and evolve
through adaptive processes. These attributes make the stock
market a complex adaptive system (CAS)4. It is problematic
to measure the state of CAS by using analytical methods

4Khashanah has provided a comprehensive taxonomy of existing systems
[6]

without oversimplification; thus it may be appropriate to
use computational methods to do so. The advantage of
computational methods stands over analytical approaches in
its flexibility and ability of modeling. It can capture much
more elements of the system and simulate it more realistically.
The computational family includes an approach that is called
agent-based simulation models (ABSM). ABSM is a bottom
up approach in the sense that it is not necessary to know
the complex structure of the system but rather the system
is described starting from agents in the CAS. We describe
their attributes and how they may interact within a particular
environment and how they are governed by given rules of
interaction. The resulting patterns are what usually referred as
emergence of outcomes. Simple rules imposed on a population
may create complex patterns- a well-documented phenomenon
in biological systems.

Since the financial and economic systems are classified as
CAS, ABSM may be a good fit for building artificial stock
markets (ASM) [21] and [20].

II. LITERATURE REVIEW

A. Components of Artificial Stock Markets
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Fig. 1 Components of artificial stock markets

1) Agents: Researchers have discussed issues of agent
design [22]-[26]. The main issues encountered in agent design
are intelligence levels, decision-making processes, preferences
and/or objective functions that individually and collectively
influence agents’ decisions, learning and interactions between
agents.

The types of agents in the artificial financial markets vary
from zero intelligence to sophisticated genetic programming
[22]. However, the level of agents intelligence is highly
related to the process of learning that is explained in
the learning section in this paper. In the literature, agents
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in ASM may process their decisions through rule-based
system. Rule based systems can be defined as an ”IF-Then”
structure that relates the given information or facts. An
example of a rule is that if stock price drop below a
certain price then a buy signal is issued. Another method
that can be used for the decision-making process is by
using econometrics models, which include time series models
and regression models. Moreover, agents may perform their
forecasts by utilizing cognitive systems. Cognitive systems
science is an interdisciplinary area that constructs artificial
systems combining perception, action, reasoning, learning
and communication. They might be built by implementing
algorithms from various fields such as artificial intelligence,
machine learning and data mining. These include algorithms
such as artificial neural networks, genetic algorithms, genetic
programming, adaptive boosting, support vector machine,
Bayesian networks, reinforcement learning and classifier
systems. In its sophisticated form, the rule-based system is
classified as a cognitive system. It is important to notice that
many of the techniques that are used for forecasting processes
can also be used for learning processes; some of the most
common cognitive methods are explained in more details in
the learning section learning section.

The majority of agent-based models of financial markets
assume that agents are risk averse and establish the objective
function based on this assumption. Risk aversion implies that
the agent would value certain outcomes over uncertain ones.
Two ways are used to measure the risk aversion; they are
relative risk aversion (RRA) and absolute risk aversion (ARA).
We focus here on ARA that measures risk aversion in absolute
terms to a loss relative to agents wealth. However, agents
allocate their funds based on risk aversion characteristics of
their utility function. The characteristics of risk aversion utility
function are as follows:

• Increasing Absolute Risk Aversion (IARA): the agent
tends to invest less in the risky asset as their wealth
increase.

• Constant Absolute Risk Aversion (CARA): the agent
tends to invest in the risky asset despite the level of
change of their wealth increase.

• Decreasing Absolute Risk Aversion (DARA): the agent
tends to invest more in the risky asset as its wealth
increases.

In addition, mean/variance preferences have been used in
many agent-based models e.g. [27]. In addition, it has been
suggested by [23], to incorporate behavioral features into
utility functions. Lovric [28] has combined some of these
features into the microscopic simulation market that developed
by Levy et al. [29]. He mainly investigates the market dynamic
under the following behaviors:

• Overconfidence: overconfidence means overestimating
self-ability and over trusting self-judgment. The
overconfidence investors believe that they are superior
in terms of picking the right assets and the right time to
execute their transactions.

• Sentiment (optimism, pessimism): the optimism
investor overestimates the future returns while the

pessimism underestimates the future returns. The level of
sentiment can be controlled using a specific parameter.

• Self-attribution bias: is a cognitive dissonance that
refers the success to the individuals skills and failure to
the bad luck. Overtime, self-attribution bias may lead to
overconfident behavior.

• Loss aversion: is another term of Prospect Theory. It
is a behavior where individuals value the losses more
than gains. In other words, equal dollar amounts of loss
or gain have unequal psychological impact on the same
agent. More impact is assigned to losses than gains.

• Recency and primacy effects: are terms used in
psychology to describe the effect of the order of
presentation on the memory. The effect of primacy offers
higher weight to the earlier information than the later
one. On the other hand, the recency effect bases higher
weight on the new information. Combining the two
effects leads to decision’s bias that depend only on the
initial and recent information with complete neglect or
limit attentions to the information in-between.

Such behaviors may be common, and they can lead
to irrational choices and, therefore, it is important to be
considered when simulating the stock market.

For more realistic ASM, the literature identified two
types of interactions in ABS referred to as phenotype and
genotype interactions. Phenotype interactions mean that agents
communicate through the aggregated level of the commodity
price. On the other hand, genotype interactions imply that
agents communicate with their neighbors, friends, advisory
firms and share their investments opinions and/or strategies.
In general, all ASM models must have phenotype interactions
while genotype interactions provide a better approximation to
reality and capture more of its complexity. Darley [25] stated
that one should contemplate who interacts with whom, what
the flow of information is and what the results of interactions
are.

Two types of interactions have been defined by Vriend
[30] that are endogenous and exogenous. These two types
are metaphors to genotype and phenotype interactions. He
looked for several of common styles to deal with interaction’s
modeling.

• Residential pattern [31]: the agent in [31] model
communicates with his Moore neighbors5 in a lattice
world6. If the ratio of similar agents in the neighbors
does not meet the agent’s threshold he moves, otherwise
he stays. The departures and arrivals of agents change the
ratio in the neighborhoods. The agent decision is myopic
response to the number of agents that are like him.

• Resource gradient [32]: the agents in [32] communicate
with their von Neumann neighbors7. The agents trade for
the resource that they need with however happiness to be
their neighbors regardless the principles of gain and loss.

• Predictor [33]: the problem is that the agent will decide
to go to the bar if there are only less than 60 individuals

5Moore neighbors are the eight agents surrounding the central agent.
6See next section
7Von Neumann neighbors are the four agents that are around the central

agent
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out of 100 total population. Each agent has a set of
predictor in his mind. These predictors are based on the
historical number of attendances. These predictors are
evaluated based on the past performance. The agent will
go to the bar if the predictor shows that the expected
attendance is less than 60. The interaction is endogenous
in term of that the decision is mad based on the past
attendance which is so-called by Vriend [34] a past
pattern of interaction.

• Advertising signals [34]: the firms communicate with the
consumer by sending advertisement signals randomly to
the population. These signals come along with additional
cost that makes the determination of the number of
signals to be sent a decision that evolve with time. The
consumer can shop randomly, stay loyal to the current
firm or follow the advertisement signals.

• Expected payoff/familiarity [35] : in this model, the
buyer will observe the quality of the service and the prices
in term of a payoff function and he will choose the seller
that maximizes the expected payoff function. On the other
hand, the seller may give some priority to some buyers if
he familiar with them. The familiarity is represented as
a weighted average of the past visits.

2) Networks: Network is one of the essential principles
that characterize the complex systems. The dynamics of the
networks are affected by the population and the structure of
the network. These effects may be reflected in the aggregate
level [36] and [37]. The network may be represented in term
of nodes (agents) and links that connect them.

Wilhite [38] demonstrated some of the common networks
structures that are used in economic literature. These structures
are summarized below:

• Complete network: all the agents are connected with
each other.

• Star network the agents are connected to a central agent
but not to each other.

• Ring network: a network that has a circle structure where
the agent is connected to the nearest two of the neighbors.

• Grid (lattice) network: it is a two-dimensional network
on a discrete surface. The agent may be connected to
von Neumann neighbors or Moore neighbors or has a
connection that it is not related to his neighbors.

• Tree network: it combines two or more star networks
into one network.

• Small world network: in small world network, the
agents may communicate directly even though they are
not neighbors.

• Scale free (power) network: the communications
between the agents decay according to power-low
distribution as the agent move away from the center.

3) Pricing Mechanism: Determine the asset prices and how
the agents will trade is one of the most important issues that
should be considered in the designing of artificial market.
Four methods have been surveyed in the literature for pricing
mechanism8:

8See [22] and [23]




Fig. 2 Types of networks

• Price Adjustment Method: in the price adjustment
method, the new price is determined based on the
previous price and the difference between the aggregate
demands and supplies multiplied by a sensitivity
parameter.

p(t+1) = pt + α(Dt − St)

where p(t+1) is the asset price at time t, pt is the price
at time t, Dt is the net of demands and St is the net of
supplies and α is the sensitivity parameter.

• Temporary Equilibrium Price: in this method, demand
functions would be developed by the ABM. These
functions include all bids and ask (demands and supplies)
from all agents. Then the clearing price would be
determined numerically by solving

∑

i

xt(pt) = N

where i is the agents index, xt(pt) is the demand function
and N is the total number of assets shares in the market.

• Simulation of Order Book: in this method, more
realistic approach is used where the actual trading
mechanism is mimicked by which the limit orders and
order crossing rules are simulated. This method is more
challenging due to the level of attention that has to
be given to many of scheming details. However, it is
more suitable for simulating the market microstructure
behavior.

• Random Bumping: in this method, the orders are
matched randomly and the trade is executed if it is in
favor of both parties.

4) Traded Assets: In general, in agent based financial
market; the designer should determine what the types of
assets that should be included. Would the market include
different types of financial assets such as currencies, stocks,
commodities and even more derivatives? Or is it limited to
one asset. Also, what are the numbers of each included asset?

The agents in the majority of ASMs endeavored to allocate
their wealth between the only two types of assets that are
risky and risk free assets. Although, having only two assets
may trigger some objections as unrealistic assumption but by
interpreting the risky asset as market index may be reasonable
[28] and [29]. However, some ASMs are implemented with
multi-assets e.g. [39].
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5) Learning: The development of learning in ASM varies
from using zero intelligence agents with a budget constraint
such as the work done by [40] to applying advanced
artificial intelligence and machine learning techniques such
as reinforcement learning [41], artificial neural network [42],
genetic algorithm [43], and genetic programming [44]. Here
we review some of the most popular learning algorithms
that are used to build ASMs. Brenner [45] provided a
comprehensive review of learning process in economic
models. He divided the learning process into reinforcement
learning and cognitive learning. The most important cognitive
learning models that are presented by Brenner [45] are:

1) Bayesian Learning
2) Least Square Learning
3) Genetic Algorithm
4) Genetic Programming
5) Classifier System
6) Artificial Neural Network
7) Rule Learning
8) Stochastic Learning

In addition, Brenner [45] claimed that none of the above
models continuously overcome the others and all of them
are ad-hoc processes without scientific justification. However,
these methods can be used in both learning and forecasting
processes of the agents in ASM. We explore here the Genetic
Algorithm, Genetic Programming, Artificial Neural Network
and Reinforcement Learning.

• Genetic Algorithm:
Genetic Algorithms (GA)9 was developed by Holland in 1975.
GA is a stochastic search technique that emulate the biological
evolution where the stronger tends to survive and the weak
dies. The formal definition and mechanism description of the
GA, which was provided by Goldberg, is as follows:

“ Genetic Algorithms are search algorithms based
on the mechanics of natural selection and natural
genetics. They combine survival of the fittest among
string structures with a structure yet randomized
information exchange to form a search algorithm
with some of the innovative flair of human search.
In every generation, a new set of artificial creatures
(string) is created using bits and pieces of the fittest
of the old; an occasional new part is tried for good
measure. While randomized, genetic algorithms are
no simple random walk. They efficiently exploit
historical information to speculate on new search
points with an expected improved performance.”

The GA contains a population of chromosomes (also called
string or individual). Each chromosome contains a number of
genes (also called features, charters, alleles or decoders). The
population evolves over time where the poorly performed rules
according to the fitness function are replaced by new ones. The
general procedure of genetic algorithms can be summarized as
follows:

1) Initialize a population of chromosomes.

9For more details about GA, refer to [46], [47], [48], and [102]




Fig. 3 Typical process of GA

2) Evaluate each chromosome according to a given fitness
function.

3) Select the best-fitted chromosomes using stochastic
selection procedures such as the roulette wheel selection,
ranking selection or tournament selection. This is known
as selection or reproduction process in GA literature.

4) Recombined the selected chromosomes by using
crossover and mutation operators.

5) If the termination criteria are met then end the search,
otherwise go to step 2.

Fifth, the crossover operation is implemented according to
a given crossover rate. Crossover rate is critical to the success
of genetic algorithms [49]. The crossover rate controls the
exploitation capability of GA for local optima. Therefore,
when the crossover very large, the GA will converge quickly to
local optima and when it is too small the process of converging
process will be very slow. Crossover operations might be
implemented by using single-position crossover, two-position
crossover, multi-position crossover, shuffle crossover 10, or
uniform crossover11.

Sixth, the second operator of GA, which is the mutation,
alters one or more of the chromosome’s genes randomly to
ensure search diversification. It is performed upon mutation
rate that controls the speed of GA in exploring new areas
[49]. The small mutation rate is common among GA literature;
however, some exception does exist e.g. [50].

Finally, several termination criteria might be adopted when
design GA. One of them is the algorithm will stop if the
maximum number of generations has been reached. Another
criterion is that an acceptable best-fit individual has evolved.
An additional criterion is that the average and/or maximum
fitness value does not change significantly over the past
specific number of generations. Fig. 3 Typical process of GA
demonstrates the typical GA process.

• Genetic Programming:
Genetic Programming (GP)12 was developed in its current
form by Koza in 1992. Similar to GA, GP is a stochastic search
technique based on biological evolution where it is programed

10Shuffle crossover first shuffles the crossover positions in two selected
chromosomes, then it exchanges the segments between the crossover positions
and finally un-shuffles the chromosomes

11Uniform crossover produced two new chromosomes by exchanging genes
in two selected chromosomes according to crossover rate and a uniform
random number given to the same gene in both chromosomes.

12For more details about GP, refer to [51], [52] and [103]
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for an automated solution of a defined task. Poli et al. [103]
have defined the GP as follows:

“Genetic programming (GP) is an evolutionary
computation technique that automatically solves
problems without requiring the user to know or
specify the form or structure of the solution in
advance. At the most abstract level GP is a
systematic, domain-independent method for getting
computers to solve problems automatically starting
from a high-level statement of what needs to be done.
”

Just as in GA, GP has begun with generating a set of the initial
population. However, in the GP the population is represented
in term of the programs that are expressed as syntax trees.
The syntax tree consists of terminal and function sets. The
terminal sets are located in the leaves of the tree, and they
usually take the form of variables or constants. The function
sets are the nodes in the tree that may be represented by
arithmetic, mathematical, logical or conditional function. For
example consider the following statement, if variable x equals
a constant number and y greater than another constant number
then take action. Here the variables x and y and the two
constants form the terminal sets while the conditions equal
and greater than form the function sets.

After generating the initial programs, each program is
subject to evaluation according to the fitness function. The
candidate programs are then selected using the selection
methods that are similar to the selection methods in GA.
Crossover operation is implemented in the selected programs.
However, in GP the crossover is done by exchange two
randomly chosen sub-trees among the parents. The crossover
point here is a function node and the crossover is occurring
according to a given rate. In addition to crossover, mutation
operation is performed on the selected programs according
to a given mutation probability where we replace randomly
chosen sub-tree by randomly generated tree. This continues
until a complete set of new programs is generated and then
we evaluate them a cording to the fitness function. The process
is repeated till termination criteria are met.

the crossover is done by exchange two randomly chosen
sub-trees among the parents. The crossover point here is a
function node and the crossover is occurring according to
a given rate. In addition to crossover, mutation operation is
performed on the selected programs according to a given
mutation probability where we replace randomly chosen
sub-tree by randomly generated tree. This continues until
a complete set of new programs is generated and then we
evaluate them a cording to the fitness function. The process is
repeated till we meet the termination criteria.

• Artificial Neural Network:
The artificial neural network (ANNT)13 is an approximation

method that has been inspired by the biological neural
network. It is one of the most popular methods in financial
forecasting. However, it may be used as a learning process in
the agent-based model. The ANNT consists of input, output

13[53]-[59]

and hidden layers. Each of the layers contains one or more
nodes. These nodes are connected by which each node in the
input layer is connected to each node in the first hidden layer
and each node in the first hidden layer is connected to each
node in the second hidden layer (if a second hidden layer
is needed). However, each node of the last hidden layer is
connected with each node in the output layer. Each connection
is assigned a random weight between 0 and 1 at the initial
stage of the ANNT. In addition, each node in the hidden and
output layers has an extra weight that is not associated with
any node.

For the hidden layer, we apply a combination function by
summing the multiplication of node inputs and the connection
weights to find the net associated with each node in the
hidden layer. The net is then used as input to an activation
function. The obtained values of the activation function are
then processed as inputs of the hidden layer nodes and the
combination function is employed to determine the net value
of each node in the output layer. The activation function is
used to find out the final values of the output nodes.

The error rate is usually calculated by taking the squared
difference between the actual values and the output values. In
order to minimize the sum of square errors, the weights are
optimized using techniques such as back propagation and GA.
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Fig. 4 Simple ANNT

• Reinforcement Learning:
Unlike evolutionary methods (GA & GP), Reinforcement

Learning (RL) is not an algorithm by itself but rather a
problem that required development of an algorithm to solve.
RL is classified as a third learning next to supervised and
unsupervised learning [59]. In the RL, agents learn via
experience. Sutton et al. [60] defined RL as following:

“Reinforcement learning is learning what to do–how
to map situations to actions–so as to maximize a
numerical reward signal. The learner is not told
which actions to take, as in most forms of machine
learning, but instead must discover which actions
yield the most reward by trying them ”

Agents buying and selling decisions are a typical RL problem
where the selected actions by the agent affect and affected
by the surrounding environment, the environment here is the
asset prices over the time. The agent is then rewarded or
punished for his action by receiving a positive or negative
return. As time goes on, the agent develops a form of policy
by implementing a mapping from states to probabilities of
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selecting an action in order to maximize his rewards over a
long period. Any method that can effectively develop such
a policy is RL method. Based on this classification the
pre-described evolutionary methods may be considered as RL
methods.

However, in their book Sutton et al. [60], focused on
the methods that are structured around estimating a long
run expectation of the reward. These include methods
such as dynamic programming, Monte Carlo simulation and
temporal difference learning. [45] claimed that models such
as Bush-Mosteller Model, the principle of melioration and
Roth-Erev model are widely used in economic and finance.

6) Validation and Calibration:: Two of the most important
steps in the simulation, in general, and in agent-based
simulation in particular are verification and validation.
Verification is the process of ensuring that the model operates
as intended. It is always required to debug a computer program
to determine the location and source of errors. In addition, it is
advisable to perform the model by more than one person that
has simulation background, and it is recommended to start the
model under simplified assumption and then extend it.

Validation is the process of ensuring that the model
represents the reality. Usually, ABMs contain several
parameters that are used to represent the system. These
parameters may have uncertain values or a range of values,
some of which may have a significant impact on the
model behavior. The process of selecting these values is
called parameterization and the selection should be based
on empirical information. However, calibration is a special
kind of parameterization in which we optimize only the most
imperative parameters to create patterns that are close to the
real system [61]. In the validation process, we fit the value of
the essential parameters to match the real data. This is usually
done by executing the model several times using various values
of its parameters and examines which parameter values lead
to similar patterns of the real system.

However, the process of validation can be implemented
through three stages [62]. First, we need to determine what are
the appropriate parameters for calibrations. The best method
to find what the appropriate parameters are is by conducting
sensitivity analysis [61]. Second, calibrate these parameters.
We may refer to calibration process as inverse problem [62]
meaning that instated of forward computing given input and
parameter values to provide output values, we would have
given input and output values and search for parameters
that produce output values that are close to the given data.
There are several considerations when calibrating the model.
First, define the calibration criteria. At this stage, we need to
specify the quantitative patterns for the model calibration e.g.
stock returns. Second, determine how to use time series data
for calibration. For example, in ASM, the change of prices
over time may be measured; one may calibrate the model
parameters by calculating the statistical properties of S&P 500.
Third, determine if the parameter needs to have rang-of-fit or
best-fit calibrations. The rang-of-fit calibration takes several
values within a specific range. However, the best-fit calibration
optimizes the parameter of a unique optimum value. In the
third stage, we validate the model by running the simulation

several times with different parameter values, compare it
with calibration criteria and calculated statistical properties of
actual data. Then, analyze the results statistically by which
known as statistical validation [62].

B. Stylized Facts

Most of the developed agent based models in the financial
markets aimed to explain the features of the stylized facts.
Stylized facts are simplified presentation of the empirical
findings. Cont [64] explained the stylized facts:

“The seemingly random variations of asset prices
do share some quite nontrivial statistical properties.
Such properties, common across a wide range of
instruments, markets and time periods are called
stylized empirical facts”

Chen et al. [63] provided a table of thirty of the most
analyzed stylized facts in finical markets. They divided the
stylized facts into six groups. The first two groups are
pertaining to return and trading volume using low frequency
data. The rest of the groups deal with high frequency data,
and they are concerned with the return, trading, duration,
transaction size and bid-ask spread. Below is a brief summary
of some of these stylized facts.

• Absence of Autocorrelation:the autocorrelation in
financial time series is the correlation between the return
rt and its lagged values rt−l

14.

ρl =
Cov(rt, r(t−l))√
var(rt)var(rt−l)

The absence of correlation can be tested using
Portmanteau test using the following hypothesis:

H0 : ρ1 = ... = ρm

H1 : ρi �= 0 for some i ∈ {
1, ...,m

}

• Fat Tails: the existing of fat tails means that the returns
are normally distributed and thus excess losses and/or
returns are not so rare.

• Aggregational of Gaussianity: as time scale increases,
the returns distribution would be closer to normal
distribution.

• Calendar Effect: is any market up-normal movement due
to the effect of any type of seasonality or related days
issues.

• Gain/Loss Asymmetry: the market tends to reach a
negative return −r faster than a positive return +r.

• Leverage Effect: the empirical evidences show that
volatility seems to be higher in case of a large decrease
than a large increasing in asset prices.

• Volatility Clustering: it is most likely a large variation
follows when large variations occurred at prices. The
volatility clustering can be measured by calculating the
autocorrelation function of the return squared.

C2(l) = corr(r2t , r
2
(t−l))

14See [65]
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• Long Memory: if the autocorrelation function of time
series decays slowly to zero at a polynomial rate as
the increase, the series has a long memory. Shiller
[66] provided some statically evidences that support the
existing volatility in the stock market.

• Volatility Volume Correlations: measure the
relationship between volatility and volume and if
the volume would cause volatility to cluster.

• Bubbles and Crashes: the prices are considered to be in
a bubble / crash state when they rise/ drop dramatically
with obvious reasons.

• U shape: the existing of U shape is an indication of
heavier trading at the day’s terminals and thinner trading
in the middle of the day.

• Price Duration Over-dispersion: the price duration is
the required time for the price to change by a given
amount. The over-dispersion occurs when the standard
deviation of price duration is greater than the mean.

• Trade Duration Over-dispersion: trade duration
measures the time intervals between trades. The
over-dispersion of trade duration indicates that trading
intensity varies through the day.

TABLE I
Stylized Facts From [63]

1 Absence of Autocorrelations
2 Aggregational of Gaussianity
3 Bubbles and Crashes
4 Calendar Effect
5 Conditional Heavy Tails
6 Equity Premium Puzzle
7 Excess Volatility

Low
Frequency Return 8 Fat Tails

9 Gain/Loss Asymmetry
10 Leverage Effect
11 Long Memory
12 Power Law Behavior of Return
13 Power Law Behavior of Volatility
14 Volatility Clustering
15 Volatility Volume Correlations
16 Power Low Behavior of Volume

Low
Frequency Volume 17 Long Memory of Volume

18 Absence of Autocorrelations
19 Fat Tails of Return

High
Frequency Return 20 Long Memory

21 Periodic Effect
22 Bursts
23 Clustering of Trade Duration

High
Frequency

Trading
Duration 24 Long Memory

25 Duration Over-dispersion
26 Power Law Behavior of Trades
27 U Shape

High
Frequency Volume 28 Price Change/Spread correlation

29 Thinness and large Spread
30 Turn-of-the-year Declining

C. Related Previous Studies

Although the models of segregation [67] and [31]15 are not
directly related to the stock market but rather to minority game

15See also [68]

modeling [23] but it is hard to start any literature survey on
agent-based simulation without mentioning them. These works
considered pioneer works in the field of agent based modeling
[38]. These works investigated the phenomena of segregation.
Schelling developed agent-based models where his agents
(people) behave according to given rules and he observed
the outcomes of following these rules on the aggregate level.
Each agent will count the number of the similar agents in
the neighborhood. If the number the similar agents exceed
the threshold-based rule, the agent will stay. Otherwise, the
agent will leave the neighborhood. The outcomes are that there
is no segregation if the threshold is set to be low; a very
segregated environment would occur if the threshold is set to
be reasonable (around 50%) and the system would not reach
any steady state level if the threshold is set too high. This
implies that the macro-behavior may not be a reflection of
micro-motive.

However, the agent based computational economics models
(ACE) has been classified into three categories [23]. The first
category is known as few type models where the analysts
examine a small number of strategies that are used by the
agents to trade risky assets. In his survey, he included the
works of Frankel et al. [69] and [70].

The increase of dollar value in 1984 despite the fact that
the interest rate differentials have not been expanded has
induced Frankel & Froot (1986) to study this discrepancy.
They developed a model composed of three types of agents.
The first agent is the fundamental analysts who provide their
recommendations based on rational expectations. The second
agent is those who follow the technical trends and then
provide trading suggestions. The third agent is the portfolio
managers who take the market positions based on the weighted
average of the recommendations given by first two agents.
The weighted average is updated periodically based on the
performance of the recommendations of the fundamental and
technical agents. As a result of the interactions between
heterogeneous agents, the exchange rates become erratic.

Kim and Markowitz [70] model was motivated by the
financial crash in 1987. The objective of their model is to
determine if the behavior of investors (agents) would effect
on the trading volumes, fluctuation in the prices or not.
They assumed that there are only two types of investors,
the investors with re-balancing strategy, where 50% of their
wealth is allocated in risky assets and 50% is allocated in risk
free assets, and the investors that are motivated by Constant
Proportion of Portfolio Insurance (CPPI). The investors in
Kim & Markowitz model do not have a direct interaction but
they interact through the asset prices. Based on the simulation
results, they conclude that there is a positive correlation
between the second type of investors and the trading volume
and price volatility.

The second category of ACE is many types models. It is
called many type models because that the numbers of trading
rules are much larger than few type models. LeBaron [23]
enclosed in his survey the works of Arifovic [71], Lettau [72]
and Routledge [73].

Arifovic [71] tried to solve an economic maximization
problem of exchange rates using GA. The agents in her
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experiment are keen to maximize their income subject to
their budget constraints overs two-period. The objective of
her study was to examine if the equilibrium of the exchange
rates is achieved using GA. The simulation results show that
a stationary is not attained when agents learn through GA.

Lettau [72] develop a model of two versions. In the first
version, He assumed that the population of agents is fixed.
In the second version, the population of gents is mutable
where new agents may enter the market and existing ones
may leave. The objective of his study is to compare between
the investment decisions that are made by boundedly rational
agents and the optimal decision based on rational expectations.
The agents can invest in a risky asset that pays normally
distributed random dividends or to not invest. In addition, he
assumed that the risky asset prices are not influenced by the
agents but rather they are determined externally. Because of the
normal distribution assumption of the dividends, an optimal
solution is obtainable. He tested the capability of the agents
to find the optimal solution by implementing GA. He remarked
that the agents would be able to find the optimal solution if
the lifespan of the agent and the population of decision rules
are adequately determined. In other words, short time periods
or small sample size would prevent agents from discovering
the optimal solution.

The third category of ACE is emergence and many types
models (Chen called it autonomous agent models; see [63].
LeBaron [23] specified objectives of these models:

“In emergence and many type models, the artificial
market models moves farther from testing specific
models and more towards understanding which types
of strategies will appear in a dynamic trading
environment. All have at their core a philosophy
of building a kind of dynamic ecology of trading
strategies and of examining their coevolution over
time. This methodology attempts to determine which
strategies will survive, and which will fail. Also,
one observes which strategies will emerge from
a random soup of starting strategies, and which
are capable of self-reinforcing themselves, so that
survival is possible. They also attempt to perform
a very direct exploration into the dynamics of
market efficiency the market moves into a state
where certain inefficiencies appear, then the hope
is that the evolutionary process will find new
strategies to capitalize on this. The objective is
to explore a market that may not be efficient
in the textbook sense, but is struggling toward
informational efficiency”

Gode & Sunder [40], Observed the behavior of the market
under profit motivated traders and zero intelligence (ZI)
traders. ZI traders generate random bids and offers for
their transactions. They performed five experiments for five
different schedules of bids and offers to discovery if the
prices tend to converge to a particular level. The ZI trades
performed their trades with and without budget constraint. The
experiments showed that the stock prices for unconstrained ZI
traders do not converge to equilibrium though profit-motivated

traders drive the prices to steady state level.
However, in the case of constrained zero intelligence traders

the series showed that there is no learning sign. Also, the
volatility level is higher than profit motivated case but lower
than ZI traders case and the prices eventually reach an
equilibrium state but slower than a profit-motivated case.
In terms of allocative efficiency, the average among all the
experiments for profit-motivated traders was 97.9%. Similarly,
the average allocative efficiency of constrained ZI traders
was 98.7%. Such results indicated that the style of the
actual market is close to the behavior of ZI traders with
budget constrained. In the other hand, the allocative efficiency
dropped to 78.3% when the budget constraint is relaxed for the
zero intelligence traders. The results of the experiment show
that the Adam Smith Invisible Hand may be more powerful
than some may have thought.

Fig. 5 Replication of Gode and Sunder [40] market prices with
budget constraint (left) and without budget constraint (right)

The Santa Fe Artificial Stock Market Model (SFI-ASM)
transpired as an illuminated model in this field. The debate
of whether the adaptive agents would soon coverage in an
equilibrium state and thus the market becomes efficient lead to
the first version of SFI-ASM [74]. SFI-ASM has been modified
and extended in later versions, see [43] and [50]. The objective
of the SFI-ASM was to find an answer to settle the long
outstanding issues between theorist and market participants.
The theory states that the market is efficient and thus there
is no possibility for making a continuous up-normal return.
On the other hand, market participants claim that the market
is driven by emotions essentially fear and greed and thus
continuous profits may exist.

Notations:
The authors have constructed an artificial market consists

of heterogeneous agents. Each agent has a choice to invest
in a risky stock that pays stochastic dividend or/and in a risk
free bond that pays a fixed rate of return. Each agent aims
to maximize their wealth by allocating his portfolio between
these two assets at each time period. The model is driven by
notations and assumptions. Here we present these elements.

• N : Number of Traderes (Agents)
• i : Trader index (i = 1, 2, ..., N)
• t : T ime index(t = 1, 2, ...)
• pt : Stock price at timet
• dt : Divdend paid by stock at time t
• xit : Amount of stock hold by agent i at time t
• Wit : Wealth of agent i at time t
• rf : Riskfreerateofthebond
• ε ∼ N(0, σ2) : stochastic shock at time t
• λ : Degree of risk aversion
• ρ : Speed of mean reversion

Assumptions:
• The time is discrete.
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• The risk free rate of the bond is in infinite supply.
• The stock is limited with a finite supply.
• The dividend is following a stochastic process similar

to random walk and it is represented by Autoregressive
model with order of one.

• The agent does not inform other agents of his
expectations and his trading intentions.

• The utility functions are indistinguishable for all traders.
• The stock return is normally distributed.
As stated, the objective for each agent is to maximize his

utility function (constant absolute risk aversion) subject to his
budgets; therefor the model may take mathematical program
form:

Max U(Wit+1) = −e−λWit+1

Wit+1 = xit(pt+1 + dt+1) + (1 + rf )(Wit − pixit)

where dt+1 and xit can be estimated using:

dt+1 = d̄+ ρ(dt − d̄) + εt+1

x̂it =
Eit[pt+1 + dt+1]− pt(1 + rf )

λρ2t,p+d

where ρ2t,p+d is the empirical observed variance of the stock
combined price plus dividend time series. Given the basic
structure of the artificial market, the agents start with a set
of forecasting rules in order to predict buying and selling
signals where they carry on the form of conditional rules
that are based on Holland’s classifier system. These rules
would be evaluated at each time period. The survival rules
are then combined with new forecasting rules while the poorly
performed rules are eliminated. GA was implemented for rules
evaluations and evolutions over time. The authors designed
two experiments to test their hypothesis. The difference
between the two experiments is centered on the learning rate
parameter. Substantially, they placed fast and slow learning
rate where in faster learning rate the agents learn on average
every 250 time periods and in the slow learning rate the agents
learn on average every 1000 time periods.

The simulation results show that when agents learn slowly
the market coverages to the rational expectations equilibrium.
Oppositely, in fast learning case the agents do not ended into
any equilibrium form.

The SFI-ASM has persuaded many researchers to pursue
their studies in the same directions. Joshi et al. [75] used
SFI-ASM to study the effect of technical analysis on the
market. The stated hypothesis is what strategy is best for the
investor: using a combination of technical and fundamental
analysis or focusing only on the fundamental analysis. The
experiment to forward as follows, the agent believes that all
other agents would or wouldn’t include the technical analysis
in their strategy. This assumption leads the experiment to take
an economical game theory mode. The aim is, then, to find
out if there is a dominating strategy.

They simulate the SFI-ASM using fast learning rate of 100.
The simulation results find out the adding technical analysis
would dominate the strategy of using fundamental analysis
alone. Understandably, all the other agents will include the
technical analysis in their investment analysis since it is

TABLE II
Strategies Table of An Agent in Joshi et al. [75]

All other agents
Technical and
Fundamental

Fundamental
only

Agent

Technical and
Fundamental

Expected Agents
Wealth 1

Expected Agents
Wealth 2

Fundamental
only

Expected Agents
Wealth 3

Expected Agents
Wealth 4

superior to each of them individually, which creates Nash
equilibrium. However, it has been noted that the expected
wealth of the agent in the state where technical analysis is used
by him and all other agents as well is less than the expected
agent wealth in the case where both players do not use the
technical analysis. This creates a prisoners dilemma situation.
The authors discussed, the introducing of technical analysis
increases the market volatility, noise and causes bubbles and
crashes.

Tay and Linn [76], have altered Holland’s classifier system
by the genetic-fuzzy classifier. The objective of their study
was to replicate the experiments using the new classifier
and explore if the simulation results remain the same. The
motivation was their hypothesis that agents are unable to
handle a large number of trading rules, and therefore fuzzy
approach is more appropriate. Similar to Lebaron et al. [43],
they have conducted experiments with fast and slow learning
rate. They conclude that an efficient market resulted when the
agents learn slowly.

Bak et al. [77] constructed an ASM of two types of agents
and a single stock that pays a random dividends that follow
Bernoulli distribution. The types of agents are noise traders
who may mimic others decisions and fundamental traders who
aim to maximize their utility function. However, the agents
are heterogeneous by which fundamentals traders will have
different risk appetite and noise traders will either estimate
the price randomly or randomly select another trader and
imitate his estimation. They have investigated the market under
different conditions. First, they simulated the market with
fundamentals traders and found that the market will reach to
equilibrium after some times and no more trade will occur.
Second, they simulated the market with noise traders only.
However, they conclude that the prices will vary according
to reaction diffusion process if there is no direct interaction
between the agents. On the other hand, if the traders imitate
each other actions, the market would expose crowd behavior.
In addition, they have investigated the market when 2% of the
population is fundamental and 98% is noise traders. Under
this environment they have detected a bubble phenomenon .
However, if the portion of fundamental investors increases to
20%, the deviation from the rational price is insignificant.

Chan et al. [78] developed an agent based of financial
market. The model consists of a single stock that pays
dividends. The dividend payment appears in three states
that are 0, 1 or 2 with probability of 1/3 for each state.
The agents are classified as informed traders where the
coming state of the dividend is known for them, partially
informed traders who know that one of the states will not
occur for sure and uniformed traders that have no clue
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about the future state of the dividend. The agents place
their orders based on one of three strategies. They may
use empirical Bayesian strategy (fundamental), momentum
strategy (technical) or they may place their orders based
on nearest-neighbors heuristic (sophisticated technical). The
technical and sophisticated technical traders disregard the
available information of the dividend while the fundamental
traders do not. However, the authors have constructed six
experiments to explore the dynamic of market. Table III
summaries these experiments. The experiments tested if the
market’s information is reflected in the prices or not. They
do that by taking the mean absolute difference between
the transaction prices that obtained by simulation and the
prices that are obtained by rational expectation equilibrium
(REE). Also, they tested the hypothesis by measuring the
spread between bid and ask and trading volume. The first
two experiments showed that the prices would converge to
the REE. However, the second experiments do not show
evidences of convergence. This indicates that when agents
are heterogeneous, the prices would be driven far from the
REE. In the fifth experiment, the authors reported that the
deviation from the REE decreases as the time goes on because
those agents would learn over time. However, they stated
that as the number of the momentum traders increases, the
deviation would increase. In the sixth experiment, the prices
converge to the REE. However, in the sixth experiment, they
have examined the predictability of the market by stating a
hypothesis about the wealth differences between the empirical
Bayesian traders and the nearest-neighbors traders. The results
displayed that the prices may be predicted where the mean
wealth of nearest-neighbors traders was significantly higher
than the mean wealth of the empirical Bayesian traders.

TABLE III
The Experiments of Chan et al. (EB.=Empirical Bayesian, NN.=

Nearest-neighbors

Ex. Population Preference Information
Ex1. 20 homogenous partially informed
Ex2. 20 homogenous 10 informed & 10 uniformed
Ex3. 20 heterogeneous partially informed
Ex4. 20 heterogeneous 10 informed & 10 uniformed
Ex5. 20-to-170 homogenous 20 EB. & 0-150 Momentum
Ex6. 20 homogenous 15 EB. & 10 NN.

LeBaron [79] built an ASM that is akin to the SFI-ASM,
however, the model comes with paramount differences. For
example, the CARA utility function was superseded by
CRRA that will increment the impact of the wealthier agents.
Additionally, the classifier system was superseded by ANNT.
The classifier systems were replaced by ANNT. The third
major change is in the trading rules where in this model
the trading rules are supplied through public sources such as
mutual fund advisor or investment newsletter. The agents are
heterogeneous in term of how they evaluate the performance
of trading rules based on the historical performance. Some
of the agents are utilizing long-horizon while others are using
short-horizon. He considered the agent who use long-horizon a
rational trader while the agent that use short-horizon as a noise
trader. The agent and rules evolve over time. The evolution
of agents is done by replacing one of the most five poorest
agents randomly with a new agent that has a new feature. The

rules evolve by substituting the rules that are not used for
the last 10 periods by rules that are generated from GA. Two
experiments have been performed. In the first experiments,
the agent horizons were uniformly distributed between 5 and
100. The horizons distribution in the second experiments was
uniform between 75 to 100. The objective was to examine
if using longer horizon will lead to an equilibrium state of
the market. The results demonstrated that the utilization of
long-horizon will drive the market to an equilibrium state.
Furthermore, the results showed that the wealth variations
between agents are varied when the horizon range is expanded.

Chen et al. [44], introduce the concept of school into
the artificial market. The role of the school is to generate
rules that are different from agent’s rules. A significant
difference between the school and agents rules is in their
fitness functions. The agent will evaluate his performance at
evaluation date and consult the school if the performance is
substandard. He would follow the school rules if it proves
to be better than his. The objective was to examine some
series’ properties of prices and returns such as the normality
assumption, existence of uniting root for the prices and
if the returns are identically and independently distributed
(iid). The simulation results showed the existence of the fat
tails and thus neither prices nor returns are normal. Also,
the unit root hypothesis is rejected, and returns are iid.
Further, they explored if the traders will eventually follow
the efficient market hypothesis and if they will evolve to be
more experienced as time forwards. The outcomes showed the
traders are not much into efficient market hypothesis; they
keep looking profit opportunities; therefore, they consult the
school at a considerable rate. In addition, no evidence of
sophisticated behavior is shown.

Raberto et al. [80], developed the Genoa artificial stock
market which consists of a set of naive agents. The agents
trade randomly by creating random limit orders. The model is
subjected to a budget constraint. The objective was to study
some stylized facts of the financial time series. The conclusion
confirmed previous study results that the independent returns
have fat tail distributions and the existing of price volatility.
However, they claimed that the volatility tends to vanish by
increasing the number of agents.

Similar to Arthur et al. [50], Hommes [27] constructed an
artificial market that he called it Adaptive Belief Systems
(ABS). The objectives were to observe the level of volatility
in the heterogeneous financial market, test if the market with
heterogeneous agents would converge to the efficient state and
find out if the technical traders have the opportunity to make
profits. He concluded that the volatility is low when the market
tends to be efficient. The volatility increases if the number of
technical traders increase or news on fundamentals appear. In
addition, he claimed that the market seems to be inefficient,
and trend followers have a chance for profits making.

Farmer [81], explored an agent based model to examine
stylized facts of financial time series. They introduced market
maker as a third agent alongside with fundamentals and
technical traders. The market maker balances the market,
whenever buy and sell orders not matched; market maker
restrains the excess. The study emphasized on market orders
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and assumed that the market maker does not consume any risk
and the traders can invest in a single risky asset or save the
cash with zero interest. They summarized that returns have fat
tails and the excess kurtosis is relatively high compared to the
normal distribution. Furthermore, they show that volume and
volatility are positively correlated, and the increase of technical
traders activities may increase the frequency of oscillations in
mispricing.

Iori [82], modified the Ising model to simulate the financial
market in order to observe the stylized facts. The decision
process of the trader combined the trader signal along
with the signals that he received from the four nearest
neighborhoods, which would outcome a consolidated signal
that is compared with a threshold. Based on the consolidated
signal and the threshold, each period the agent may buy,
sell, or hold. At the beginning of the trading, every trader
starts with an equal amount of capital and number of shares
that are subjected to capital constrain. The model includes
market maker for price adjusting. The findings confirm the
existing of volatility clustering. However, the volatility and
volume have a negative correlation when the agents do
not accept recommendations from neighbors and positive
correlation whenever the neighbors are involved in the decision
making process. Further, they observed that the threshold is a
crucial parameter for volatility clustering. Moreover, the return
showed a high independence level from its lagged.

Neuberg and Bertels [83] created an ASM market that
connects between the news/information and the evolution of
the stock prices. The market is exposed to information arrival
where it varies from negative news (-3) to positive news
(+3). The reference time series of the prices is calculated
as a function of information and information sensitivity. The
agents are divided into two groups; the first group is normal
agents who learn the reference time series of the prices,
the second group is the perturbating that are digressed the
reference time series. The perturbating agents can be inverse
by which they opposite the normal agents, filter by which they
attach less criticalness to the extreme values of information
arriving at the market and crazy agents who behave in a
zero-intelligence way. The agent predicted the future prices
using classifier system like that is utilized within the SFI-ASM.
They simulated the markets under three different regimes
that are normal, crashes and bubbles. The normal regime
implies that the information varies between (-3) to (3) in a
normal distribution fashion while, in other two regimes, the
information are biased toward the negative and positive sides
accordingly.

The simulation results showed that the correlation
coefficient between the market prices and time series reference
decrease sharply in the normal regime as the number of
perturbating agents increase. However, the declined in the
correlation coefficient was less significant in the crash regime
and minutely diminutive in the bubble regime. In addition, the
highest volatility appears in the bubble regime, and the least
volatility appears in the normal regime. Likewise, the volatility
decreases as the number of perturbating increase. The excess
kurtosis in the return is higher in the bubble regime, and it
grows as the number of perturbating increases. Finally, the

TABLE IV
The Experiments of Neuberg and Bertels [83](N=Normal Regime, B=

Bubble Regime, C= Crash Regime

Normal Inverse Filter Crazy Regime
1 10 0 0 0 N
2 7 1 1 1 N
3 5 2 2 1 N
4 4 2 3 1 N
5 3 3 3 1 N
6 2 3 3 2 N
7 10 0 0 0 B
8 7 1 1 1 B
9 5 2 2 1 B
10 4 2 3 1 B
11 3 3 3 1 B
12 2 3 3 2 B
13 10 0 0 0 C
14 7 1 1 1 C
15 5 2 2 1 C
16 4 2 3 1 C
17 3 3 3 1 C
18 2 3 3 2 C

skewness shows up if the market has more heterogenous agents
and becomes higher in the bubble regime.

Takahashi et al.[84], assessed the asset prices by
investigating the relationship between micro-rules and
macro-behavior using agent based approach. The model
was implemented using fundamentals (rational) and technical
(behavioral) agents. The objective is to verify if it is true that
the rational dominate irrational investors and, therefore, they
survive according to the principle of natural selection. There
are two types of assets, the stock that pays dividends and the
risk free rate of returns, which the investor has to allocate his
budget over them. The technical agents are classified as trend
followers and overconfident traders. Also, investors based on
prospect theory are introduced as an agent in the market. The
prospect theory investors do not ponder in term of net asset
but rather in term of gain and loss where the fear of loss
overwhelmed the avarice for winning. The traded prices are
determined according to Arthur et al. [50] method. They have
conducted several simulation experiments, the results summary
are:

1) All the investors in the market are the fundamentals: the
efficient market hypothesis is confirmed.

2) 50% are fundamental traders and 50% are trend
followers: the efficient market hypothesis is confirmed,
the fundamentals eliminate the trend followers.

3) 10% are fundamental traders and 90% are trend
followers: the efficient market hypothesis is invalidated,
the prices are driven by its authentic values and the
fundamental traders are dominated.

4) 30% are fundamental traders and 70% are trend
followers, and there is a limit on holding ratio of stocks:
the efficient market hypothesis is invalidated.

5) 30% are fundamental traders and 70% are trend
followers, and there is a limit on holding ratio of stocks,
but 1% of the fundamental traders: the efficient market
hypothesis is confirmed.

6) 50% are fundamental traders and 50% are overconfident
speculators: As the parameter of confidence level
decreases (The smaller the value of the parameter the
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higher degree of confidence), the market tends to be
inefficient.

7) 30% are fundamental traders and 70% fundamental
traders with prospect theory: the prices are driven from
its fundamental value.

8) 80% are fundamental traders and 20% trend followers
with prospect theory: the prices are driven from its
fundamental value.

Chen et al. [39], extended the artificial market to comprise
multiple assets in order to simulate the evolution of portfolio
behavior. Agents, in this model, at each time point allocate
their investments between portfolios including a number of
stocks and saving account that pays a fixed risk free rate.
Various agents compete to maximize eight different utility
functions. One type of these agents believes in capital asset
pricing model (CAPM) while the other seven have diverse
beliefs. The agents’ beliefs evolved using GA, and they
deemed as machine learning agents where they preserved the
recent days for validation purpose. The agents’ believe have
been tested against the validation period, and it has been noted
that the accuracy of the beliefs is improved by increasing
the period of validation and the simulation process become
closer to the real world. Also, the authors compare between
the roles of utility functions and agents believes and found
that the utility functions play a more important role in agents’
survivability. Further, they claimed that the existing of risk
free rate asset lower the probability of survives for CAPM
believers.

Kaizoji [85] defined three types of agents in his ASM.
These agents are fundamental, chartists and noise traders. The
fundamental traders are classified as rational traders while
chartists and noise traders are classified as irrational traders.
The agents in the developed ASM may switch their strategy
if the performance is less than the opposed strategy. The
addressed questions are under what conditions speculative
bubbles may be observed, who has the highest probability to
survive under such environment and does the distribution of
the returns has a fat tail if the market is exposed to speculative
bubbles. They have concluded that the nonlinearity of the
excess demand function could cause the speculative bubbles
phenomenon. Also, the irrational investors most probably will
derive the rational investors out of the market under speculative
bubbles environment. Finally, the returns distribution is proven
to be fat-tailed.

The agents in Li and Rosser model [110] can be either
fundamentalists or noise traders that use technical analysis,e.g.
moving average, for trading. The traders may switch their
trading strategy based on historical performance according
to a given transition probability and switching sensitivity
parameters. The simulation of the asset price confirmed that
the return series have shown a volatility cluster, absence
of autocorrelation in the short run and the existence of
autocorrelation in the long run. Furthermore, the fat tail
phenomenon is manifested.

Chen and Liao [86], studied the relationship between stock
returns and trading volume. They have adapted the same
ASM that developed by Chen et al. [44]. In the study,
three experiments have been designed. The dividends in the

first experiments are following normal distribution, and the
parameter for risk aversion is 0.1 (investors are willing to
accept higher risk). The second experiment differed in the
parameter for risk aversion. It has been increased to 0.5, which
indicates the risk appetite is low. The third experiment is
similar to the first experiment except that the dividends are
uniformly distributed. Three simulation runs were performed
for each experiment, which brought the total number of
experiments to nine. Based on the obtained results, they
examined the casual relationship between stocks returns and
trading volumes using linear Granger causality test and Baek
and Brock test. They observed the relation at the macro
(market) and micro (investors) levels and then compared the
outcomes to see the consistency of the relation between macro
and micro levels.

At the macro level, the existence of causality is indecisive.
Similar results are found in the micro level. The relation
between the macro and micro levels is consistent whenever
the macro phenomena validate the micro behavior and
inconsistent otherwise. In other words, if the macro and micro
levels mutually rejected or accepted the null hypothesis of
non-existence of causality, then the relation is consistent. Four
experiments showed that the relation is consistent though six
experiments showed the relation is inconsistent. These results
induced the authors to conclude that the relations between
stock returns and trading volume couldn’t be fully understood
unless the feedback relation between macro and micro levels
is comprehensible.

TABLE V
Experimental Results of Chen et al. [86]

Fail to Reject
H0

Reject H0

Fail to Reject H0 Ex2, Ex3, Ex4 Ex7, Ex8
Reject H0 Ex1, Ex5, Ex9 Ex6

Cincotti et al. [87] have elongated the Genoa artificial stock
market to explore the market of multi-assets. The agents
are zero-intelligence in the developed market. However, the
simulations are executed when the stocks are paying dividends
and when they are not. The returns have exposed volatility
clustering and returns fat-tailed distributions. Besides that the
statistical tests have rejected the hypothesis of the random
walks. However, the existence of unit root was not rejected
if there are dividend payments. They have concluded that
the ability to replicate stylized facts that are similar to the
real markets with only zero-intelligence agents is worth more
consideration.

“In our view, zero-intelligence behavior still
deserves much interest for its simplicity and the
possibility to focus the attention more on the
structural aspects than on the behavioral features.”

Derveeuw [88] has modified the SFI-ASM by partitioning
the agents into fundamental and technical traders in order to
offer the agents with minimal economic rationale. He led the
first experiment with fundamental traders only. The outcomes
substantiated the random walks of the stock prices. The second
experiment is executed with a mixture of Fundamental (25%)
and technical (75%) traders. The results demonstrated higher
volatility and the null hypothesis of random walks is rejected.
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In addition, it has been asserted that the returns are not
normally distributed.

Shimokawa et al. [89] built up a model of a risky asset
and risk free asset. The risky asset does not pay any dividend
and the expected return of the riskless asset is zero. The
marketplace consists of informed traders, loss averse traders,
and noise traders who invest randomly. Unlike the loss averse
traders and noise traders, the informed traders are subject to
a private signal of the future fundamental value of the asset;
however, this signal is combined with random white noise.
The optimal holding of the risky asset of the loss averse
investors is set dependently upon a given parameter of a
reference point that is computed by taking the moving average
of the precedent prices throughout a designated period. The
simulation results indicated that the existence of loss averse
traders would run to increase the volatility and excess kurtosis.
However, the return autocorrelation was feeble in both cases,
but the autocorrelation function of return volatility was signed
up to the 12th lags, when loss averse traders are presented,
which attest the volatility clustering phenomenon.

Chen and Huang [90] investigated the survivability of
variant agents by utilizing agent based simulation. The agents
aim to allocate their capital between savings account and
a portfolio of multi-assets. The agents evolve through GA
where they update their investment decisions according to
the update of their beliefs at a designated time horizon. The
update of the beliefs is accounted to learning level of the
GA while the update of the decision process is accounted
to the optimization level of the GA. The agents are divided
into CAPM believers (that do not evolve) and autonomous
traders. The autonomous traders are differed only in their
risk preferences in the first developed experiment while
they differed in their risk preferences and belief formation
process in the second experiment. The population size in
the experiments was 40 with 5 agents of CAPM and 35
traders divided over seven different utility functions. Table V
shows the preferences of investors in the model. The wealth
of traders of type 1 is overriding the other traders wealth
in the first experiment. The reason cannot be referred to
forecasting precision since all traders are statistically having
an equal forecasting accuracy. In addition, the saving rate was
examined, and it has been found that type 1 agents have the
lowest mean and variation on saving rate. Furthermore, the
performance of the portfolio of traders of type 1 was not
superior to other investors. Thus, the authors have returned
the advantage of type 1 traders to their preference. The second
experiment allowed variations in forecasting parameters which
will produce different forecasting accuracy among the agents.
The comparison between agents of type 1 and all the other
agents showed that the wealth amount is still in favor of
the agents of type 1, although their forecasting accuracy is
less accurate. However, they have concluded that forecasting
accuracy may matter when agents have a homogeneous risk
preference.

Martinez-Jaramillo and Tsang [91] name their artificial
market ”The Co-evolutionary Heterogeneous Artificial Stock
Market” (CHASM). The investors in the CHASM can invest in
a risky asset or keep their cash. The investors are fundamental,

TABLE VI
Preferences of Traders in Chen and Huang Model [90]

Type Preference
CAPM No Preference
Type1 u(c) = log(c)
Type2 u(c) =

√
c

Type3 u(c) = α1 + β1c

Type4 u(c) = (α1/β1)e(β2c)

Type5 u(c) =
(

1
(γ3+1)β3

)
(α3 + β3c)

γ3+1

Type6 u(c) = c− (α4
2
)c2

Type7 u(c) = a0 +
∑6

i=1 aic
i

technical and noise traders. The traders actions are buy, sell
or do nothing where they will convert the actions to bids and
offers as a fraction of their current holding. The noise traders
settle on their choices as stated by probability parameters that
are corresponding to each potential action. The fundamental
traders will adjust their holding if the deviation between
the market price and the fundamental value of the asset is
greater than a given threshold. The technical traders will
forecast the future prices by using diverse sets of technical
and momentum indicators that establish the decision trees.
The technical indicators will, then, evolve by utilizing GP.
By carrying on various experiments, they have reasoned out
that the learning would ameliorate the wealth of the traders.
However, the learning mechanism does not affect the statistical
properties of returns. An exemption has occurred when the
Red Queen16 constraint is introduced where the statistical
properties of prices become more authentic.

LeBaron [92] has developed a market of two assets; one
of them is a risky asset that pays stochastic dividend while
the other is a riskless asset that pays a constant interest. The
agents share similar preference; that is constant relative risk
aversion but the differed in the formation of expectations. The
first type of agents uses the adaptive linear forecast, the second
type of agents utilizes log price dividend ratio regression, the
third type uses linear regression, and fourth type buys and
holds using long run mean of returns. The analysis of wealth
showed that the adaptive agents frequently control about 45%
of wealth fraction. Next to the adaptive agents, the buy and
hold agents control about 40% of the wealth fraction, and they
are followed by the fundamental agents with 10% and last the
regression agents who control only 5% of wealth fraction.

Kurmar et al. [93] market divided into three segments that
are the market maker, traders and news manager. The market
maker role is to organize and control the market. The traders
are either informed traders, who trade based on a given signal
about the fundamental value of the asset, or uninformed (noise)
traders who will trade randomly. There are two kinds of
informed traders in this market that are perfectly informed
traders, who monitor the true value of the assets, and nosily
informed traders who capture a deformed fundamental value.
The fundamental value of the asset remains constant most
of the time; however, it is exposed to a jump according to
a given probability. The jump process is a random normal
process with mean zero and a given variance. Once the jump

16Red Queen is an analogy to co-valuation, where the trader has an access to
the performance of other traders which permit him to compare his performance
to and amend the investment rules accordingly
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happens, the news manager will advise the informed traders
of the new fundamental value and the market maker of the
jump occurrence.

Liu et al. [94] constructed an ASM to study the impact
of switching strategies on market volatility. In other words,
what will happen in the market if the investors decided to pay
for the information and move from the uniformed state to the
informed state. In general, the market consists of informed
traders, uniformed traders, switcher traders and noise traders.
The informed traders know the current fundamental value of
the stock. On the other hand, the uniformed traders know
the fundamental value of the stock at lag time, and they
predict the stock price using GA. The switcher traders are
uninformed traders who evaluate the cost of information and
if they found that it is worth, they switch to be informed
traders. The noise traders are zero- intelligence traders. They
are similar to uninformed traders except that they do not use
GA to optimize their prediction. the authors have designed
five simulation experiments where the differences between
the experiments are in the percentage of uninformed and
switcher traders. Table VI shows the distribution of population
size amid traders types. The results showed that there is no
significant change in the average returns of the informed
traders. However, the average returns of the uniformed and
switcher traders declined sharply as the percentage of switcher
traders increases. Furthermore, the market has unveiled higher
volatility along with the augmentation in the extent of switcher
traders.

TABLE VII
The Experiments of Liu et al. [94]

Informed Uninformed Zero-Intellgence Switchers
Exp.1 12% 30% 58% 0%
Exp.2 12% 23% 58% 7%
Exp.3 12% 15% 58% 15%
Exp.4 12% 8% 58% 22%
Exp.5 12% 0% 58% 30%

Manahov and Hudson [95] constructed four experiments by
which they isolated the agents into ”best agents” and ”all
agents”. The population size of best agents was 1%, 5%,
10% and 20% of the aggregate population size in the four
experiments respectively. The agents can exchanges in only
one risky asset. Each agent will attempt to predict the future
price in a precise manner. The forecasting accuracy for the
trading rules is measured in term of strength by figuring the
conditional variance. The selection of the trading rules and the
evolving over time is implemented using GP.

Ke and Chen [96] constructed an artificial stock market
that comprises of heterogenous agents who use distinctive
sets of trading strategies that are classified as rational and
irrational trading strategies. The rational trading strategies
involve fundamental analysis and technical analysis while the
irrational trading strategies include disposition effect, herding
behavior, chase sell and absolute execution strategy. The trader
learns by evaluating his forecasting accuracy. He proceeds with
the current strategy if it fulfills the threshold; otherwise, he
supplants the used strategy by another from the pool or by
selecting an alternate set of indicators with likelihood 0.5 each.
The investors are structured into institutional and individual

where the extent of individual is larger, yet the buying/selling
power of the institutional investors is higher. The simulation
experiments examine the effect of the transaction cost,
investors formation, tick size and price limit system. The
observations are:

1) The trading volume will diminish alongside the
increment in the transaction cost. Likewise, the volatility
will lessen inferring that the investors become more
cautious.

2) The increase of the proportion of institutional investors
will decrease the stock volatility until the proportion
reaches 90%. After that, the effect will be diminished.

3) The increase in tick size will increment the market
volatility.

4) Decreasing the price limit will decrement market
volatility.

Moving forward on ACE development, the stylized facts
are then used to build the ACE. More specifically, they
have been utilized for empirical estimation of the model
parameters. Chen et al. [63], list the major contribution
of calibrations and/or estimations. They stated that three
approaches are most used in the literature. The approaches
are the method of moments, maximum likelihood and least
squares. Yet, these approaches work once the aggregation
function can be driven analytically; otherwise simulation
is exercised for estimation. Furthermore, they estimated
parameters along with the artificial models that have been
used for forecasting purposes by some researchers. De Jong
et al. [97], estimated the three types ABS model and used
it for forecasting the exchange rate. The model has been
estimated with and without the switching mechanism. The
types of agents are fundamentals, chartists and moving
average traders. They calibrated the behavioral coefficients
such as mean reverting, extrapolation and intensity choice
for all types of agents. The mean reverting and extrapolation
coefficients were significantly different among all agents while
no significant difference is shown in intensity choice. Although
the forecasting returns exceed the returns of a random walks,
the results are required to be validated by using testing data.

Boswijk et al. [98], estimated the model parameters of
ABS using S&P 500 yearly data from 1871 to 2003; namely,
the estimated reverting coefficient, extrapolating coefficient
and intensity coefficient. These parameters were estimated for
chartists and fundamentals agents where the results showed
significant results of the first two parameters and insignificant
results for the third parameter. This indicates cohabitation
of fundamentals and chartists in the market and underrates
the learning behavior. Amilon [99], extended the ABS model
by adding the agents perceived risk of investment, risk
preference, fitness of measure and the noise structure. Also, he
estimated the parameters of the modified ABS. This includes
the estimation of mean reverting coefficients, extrapolation
coefficient, and intensity of choice and memory parameters.
All the parameters are found to be statistically significant.

In less spread pattern, ACE has been utilized in the
advantage of econometrics. In this case, the ACE models are
used as data-generation mechanism to test several econometric

World Academy of Science, Engineering and Technology
International Journal of Economics and Management Engineering

 Vol:9, No:6, 2015 

2122International Scholarly and Scientific Research & Innovation 9(6) 2015 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 E
co

no
m

ic
s 

an
d 

M
an

ag
em

en
t E

ng
in

ee
ri

ng
 V

ol
:9

, N
o:

6,
 2

01
5 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

00
02

13
1.

pd
f



hypotheses. The objective is to compare between the standard
behaviors of econometrics at aggregation level with its
behavior when the micro level has more realistic configuration
e.g. heterogeneous agents. For example, Chen [100] used the
agent approach to estimate the elasticity in the individual and
aggregate consumptions equations.

TABLE VIII
Research Considerations

Investment Strategies
Fundamental [27][29][39][41][42][72][73][69][75]

[77][78][81][84][85][110][88][90][91]
[92][96][99][104]

Technical [27][42][69][75][77][78][81][84][88]
[91][94][96][99][105]

Mixed between fundamental
and technical

[43][50][74][75][69][83]

Zero-intelligence [40][78][80][83][87][89]
Minority/Majority game [106][107]
Balance strategy and constant
proportion of portfolio
insurance

[70]

Informed and uniformed [89][94]
Interactions

No direction interaction [43][50][70][74][77][83][88][99]
Direct interaction [44][82][86][104]

Number of assets
One risky asset and one risk
free asset

[29][39][42][43][50][69][70][72][73]
[74][75][76][79][83][85][88][89][92]
[99][108]

Portfolio of risky assets [80][87][90][109]
One risky asset [41][72][77][78][81][91][94][96]

[105][107][109]
Pricing Mechanism

Temporary equilibrium [29][43][50][79][83][84][92][109]
Price adjustment [74][85][110][88][91]
Order book [40][78][80][105]

Dividend process
Random walks [29][88][92][99]
Auto-regressive process [42][43][50][73][74][76][79]
Probability distribution [72][77][86]

Behaviors
Overconfidence [28][84]
Prospect theory (loss aversion) [28][84][89]
Optimists and Pessimist [28]
Herding Behavior [82][96][104][108]

Learning and Evolution
Genetic algorithm [39][43][50][71][72][74]

[79][83][88][90][105]
Genetic programming [44][86][91][108][83]
Classifier System [43][50][74]
Artificial neural network [42][79]
Fuzzy rules [76]
Bayesion [78]
Reinforcement learning [41][106]

Output
Bubbles and crashes [28][43][50][74][83][85][92][104]
Returns ( fat-tail and
correlation)

[28][29][40][43][44][50][74][76][77]
[79][80][81][82][83][84][110][87][88]
[89][92][94][104][107][108]

Returns (volatility clustering) [27][28][29][42][43][50][76][77][79]
[80][81][82][83][84][110][87][88][89]
[92][94][104][107][108][109]

Volume [28][29][42][43][50][77][82][84][85]
[86][89][96]

III. RESEARCH DIRECTION

A. Motivation and Purpose

Despite the enormous number of works done on the markets
dynamic, many questions remain unsolved. Is the market

efficient or not? What are the real reasons that cause bubbles
and crashes? Who has the higher probability to survive
in a competitive market (risk takers, conservative investors,
fundamental investors, technical traders etc.)? Is technical
analysis useful? These questions and many yet need to be
resolved. LeBaron [101] has stated:

“The fact that asset prices can move from simple
benchmark rational pricing levels and then stay far
from these levels for some time is a major puzzle”

Fig. 6 Pie charts of research concentrations

The anomalies of stock movements and their contradictions
with the traditional assumptions have inspired us to perform
this study. The limitations of analytical methods due to the
environments complexity are the main motive for analyzing the
markets dynamic using agent based simulation in general and
in this work in particular. Although agent based simulations
might be less precise than the traditional approaches but
they are much more flexible which provides representation
that is more tangible to real life situations. We borrow here
the quotation of Harry Markowitz as a motivation for using
computational approaches:

“If we restrict ourselves to models which can be
solved analytically, we will be modeling for our
mutual entertainment, not maximize explanatory or
predictive power”

The purpose of the study is not to survey all the works
that have been done to model and solve economic problems,
but rather to study the related researches that have been
done to model and solve artificial stock market problem.
Another major focus of this research is the control of dynamic
stochastic environment of the stock market. The control of
this environment is accomplished by an integrated model that
utilizes agent-based simulation, heuristic forecasting, learning
techniques and pricing mechanism.

B. Research Questions

The aim of this study is to investigate different types of
agents and trading environments in order to examine their
impact on the aggregate market dynamic and conversely the
impact of market dynamic on the agents’ decisions. The
primary objective of this research is to answer the following
questions:

1) What are the models most important parameters that
reproduce patterns that observed in the real market and
what are the optimal values of theses parameters?

2) What is the effect of population size of a certain type
of agent?
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3) Is there a significant effect of wealth amount at the
beginning of the investment period on wealth amount
at the end of investment period?

4) What is the effect of communications and interactions
between the agents on the statistical properties of the
asset and the wealth of agents?

5) Are stylized facts fixed among the experiments?

C. Stated Hypotheses

The first question will be answered by performing
sensitivity analysis ( see Fig. 7). However, to answer the rest
of the questions we stated the following hypotheses:

• Question 2:
H0 : WT when the P is large = WT when the P is small

H1 : WT when the P is large �= WT when the P is small

where WT is the wealth at the end of trading and P is
population size.

• Question 3:
H0 : WT when W0 large = WT when W0 is small

H1 : WT when W0 large �= WT when W0 is small

where W0 is the wealth at the beginning of trading.
• Question 4:

H0 : WT (if I = 1) = WT (if I = 0)

H1 : WT (if I = 1) �= WT (if I = 0)

where I is the interaction between the agents. It is a binary
integer wehre it can either 0 ( if there is no direct interaction)
or 1( if there is a direct) interaction.

• Question 5:
H0 : rμ1 = rμ2 = rμ3 = rμ4 = rμ5 = rμ6

H1 : rμ1 �= rμ2 �= rμ3 �= rμ4 �= rμ5 �= rμ6

where rμ1 is the mean daily return of the stock price when
the population is large, rμ2 is the mean daily return of the stock
price when the population is small, rμ3 is the mean daily return
of the stock price when W0 is large, rμ4 is the mean daily
return of the stock price when W0 is small, rμ5 is the mean
daily return of the stock price when there is communication
between agents andrμ6 is the mean daily return of the stock
price when there is no communication between agents.

To test these hypotheses, the research has to go through
several stages. First, we need to define and formulate the
market components. This includes how many types of agents
are there, what are their preferences, how they are going
to base their investment decision and who they interact.
In addition, we need to determine the heterogeneity and
homogeneity of their behaviors. Also, we determine the
pricing mechanism, traded assets, process of dividend and we
defined the parameters of the models. Second, we need to
produce the agent based simulation model and verify it using
computer software.

Third, we perform a sensitivity analysis to ascertain the most
important parameters that affect the model reality. Sensitivity
analysis can be done using fractional factorial design. After

that, we calibrate the models parameters to reproduce patterns
that are close to real market. The calibration will be done
against real data of S&P500, some liquid stocks such as Apple
Inc. (AAPL) and Microsoft Corporation (MSFT), and some
illiquid stocks such as Isramco, Inc (ISRL) and Optibase, Ltd.
(OBAS). Fifth, we designed a set of experiments to examine
our hypotheses. The experiments will be analyzed statistically
using Analysis of Variance (ANOVA). Fig. 7, demonstrate the
basic flow chart of the research.
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Fig. 7 Flow chart of the research

IV. CONCLUSION

In this paper, a review of agents based models and artificial
stock markets problem has been provided. The review includes
a description of the components of the artificial stock and
the used methodologies to design these components. The
designing of agents involves taking care their preferences,
behavior, intelligence level, interaction and decision process.
The assets in the artificial stock markets are divided into
risky asset (stock) and risk free asset (bond). However, few
models utilized a portfolio of risky assets. The asset prices
occur as an aggregation of bids and offers of the agents.
Four methods for determining asset prices are presented that
are price adjustment method, temporary equilibrium price,
simulation of order book and random bumping. The agents in
the ASM literature learn through reinforcement or cognitive
learning methods. The cognitive learning method implicates
genetic algorithm, genetic programming and artificial neural
network. The calibration of the models involves determining
the most important parameters and then solve for the optimal
values of these parameters by minimizing the error function
of the model to the real market assets.

The field of ASM is growing rapidly. Many questions
are waiting for answers. However, Agent based simulating
seems to adequate to approach the problem. In this paper, we
proposed our profound questions and our initial hypotheses
where we would like to see the effect of the model parameters
on the model output. In addition, we would like to examine the
effect of the population size, amount of initial wealth and the
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interaction between agents on the agent’s wealth at the end of
the simulation. Also, we would like to observe the how these
changes would affect the stylized facts of asset prices.

The objective of our study would be achieved by defining
and formulating the agent based model and simulate the
model. Once the developed model is simulated we would
measure the sensitivity of the parameters using fractional
factorial design. After that, the selected parameters would be
calibrated, and the experiments would be designed to test the
stated hypotheses.
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