
 

 

  
Abstract—Voting algorithms are extensively used to make 

decisions in fault tolerant systems where each redundant module 
gives inconsistent outputs. Popular voting algorithms include 
majority voting, weighted voting, and inexact majority voters. Each 
of these techniques suffers from scenarios where agreements do not 
exist for the given voter inputs. This has been successfully overcome 
in literature using fuzzy theory. Our previous work concentrated on a 
neuro-fuzzy algorithm where training using the neuro system 
substantially improved the prediction result of the voting system. 
Weight training of Neural Network is sub-optimal. This study 
proposes to optimize the weights of the Neural Network using 
Artificial Bee Colony algorithm. Experimental results show the 
proposed system improves the decision making of the voting 
algorithms. 
 
Keywords—Voting algorithms, Fault tolerance, Fault masking, 

Neuro-Fuzzy System (NFS), Artificial Bee Colony (ABC)  

I. INTRODUCTION 

AULT-TOLERANCE is designed by placing redundant 
components which duplicate the original module’s 

functions [1]. A fault is isolated and safe operation guaranteed 
by replacing the problematic module with a normal module in 
a specific interval [2]. Pedal movement or force applied to it is 
measured by a sensor. The digitized information is transmitted 
to 4 independent brake modules, one at each wheel, through a 
network [3]. So, a pedal sensor’s fault redundancy is critical to 
a vehicle’s safety [4]. 

Usually, a hardware redundancy system, which adds extra 
hardware with same functions of the original hardware, is 
classified as static redundancy, dynamic redundancy, and 
hybrid redundancy based on its architecture and function. Fig. 
1 shows a static redundancy system with multiple parallel 
modules which needs a voter to determine its final output. The 
voter uses majority or average rule as a fault masking 
algorithm to isolate a faulty input. But, static redundancy costs 
more as it requires three parallel modules for majority voter. It 
is hard to detect faults when two or more modules are faulty 
[5]. 

A faulty system for any reason can cause damage during 
processing some task. Tasks on real-time distributed system 
must be feasible, reliable, and scalable. Real-time distributed 
system like nuclear systems, air traffic control systems, 
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robotics, and grids are highly dependent on deadline [6]. A 
fault, in real-time distributed system, results in system failure 
if not detected and repaired on time. These systems should 
function with high availability even when there are hardware 
or software faults.  

 

 

Fig. 1 Static redundancy 
 
Fault-tolerance is important to maintain system 

dependability. Hardware and software redundancy are 
effective methods. Hardware fault-tolerance is achieved by 
applying extra hardware like resource (memory, I/O device), 
processors, communication links, whereas in software fault 
tolerance tasks; to handle faults, messages are added to a 
system. Fault must be detected by applying a fault detector 
followed by a recovery technique [7]. 

Fault tolerance increases the dependability of a system. To 
mask faults (or to switch to an alternate module when errors 
are detected) and to provide service despite faults [8] are the 
objectives of a fault-tolerant system. Fault tolerant systems 
must provide their specified services despite the occurrence of 
faults in the system’s components. Fault tolerance requires the 
consideration of the issues of: 
1. Error Detection,  
2. Damage Assessment,  
3. Error Recovery,  
4. Continued Service  

In fault masking, software versions or hardware modules 
are replicated, and then voting is used to settle among their 
results, to mask the effect of one or more run-time errors. N-
modular redundancy and N-version programming are the well-
known fault masking methods. The simplest form of N-
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modular redundancy approach is Triple Modular Redundancy 
(TMR). 

TMR is a fault tolerant method using three modules or 
sensors that work together and get the same input signal [9]. 
The output of TMR is one of the three outputs chosen with 
voting techniques. Redundant sensors to improve the system 
safety can be realized by various methods. The simplest 
method uses two sensors, one primary sensor, and a backup 
sensor. 

Voting is an important operation in realizing ultra-reliable 
systems based on a multi-channel computation paradigm. 
Voting is needed even if multiple computation channels have 
redundant hardware units, diverse program modules executed 
on same basic hardware, identical hardware and software with 
diverse data or other possible hardware/program/data 
redundancy and/or diversity combinations.  

Hardware or software voting schemes are appropriate 
depending on data volume and voting frequency. Low-level 
voting with high frequency needs hardware voters while high-
level voting on results of complex computations can be 
performed in software without performance degradation or 
overhead. 

Voting algorithms are used to provide an error masking 
capability in a wide range of highly dependable commercial 
and research applications [10]. These applications consist of 
N-modular redundant hardware systems and differently 
designed software system which has its base in N-version 
programming. Depending on the application and type of voter 
selected the algorithms are carried out in hardware or 
software. To compare the performances of the voting 
algorithms, various performance measures can be defined (e.g. 
Reliability, availability, safety). 

Voting algorithms can be grouped from various viewpoints. 
They may be classified according to [11]: 
• The implementation method - Software or Hardware 

voters 
• Type of agreement – Inexact or exact voter 
• Output space cardinality size – small space or big output 

space 
• Nature of working environment – asynchronous or 

synchronous voter 
• Depending on the functionality of the voting algorithms—

generic, hybrid and purpose-built voting. 
Generic voting algorithms simply select one of the variant 

inputs or amalgamate them to produce a new distinct value of 
output. Majority voting, plurality voting, median voting or 
weighted average voting is generic types of voting algorithm. 
Optimal voting, maximum likelihood voting, predictor voting, 
smoothing voting or integrated voting are examples of hybrid 
voting. 

Weighted average voting is often more trustable than a 
median voter since median voter simply selects the mid-value 
of results whereas a weighted average voter assigns weights 
which are measures of each input cooperation in making voter 
output. In case of weighted voting, weights of voting should 
vary among the different output classes in each classifier [12].  

The weight should be high for that specific output class for 

which the classifier performs well. So, it is a crucial issue to 
choose the appropriate weights of votes for all the classes per 
classifier [13]. Weighting problem can be viewed as an 
optimization problem.  

Therefore, it can be solved by taking advantage of artificial 
intelligence techniques such as Genetic Algorithms (GA) and 
Particle Swarm Optimization (PSO). In this work, Artificial 
Bee Colony (ABC) for classification is implemented. 
Remaining sections of this paper is organized as follows: 
Section II discusses the related works in literature. Section III 
explains the methodology. Section IV discusses the 
experimental results, and Section V concludes the study. 

II. LITERATURE SURVEY 

A new generation of average voter based on parallel 
algorithms was introduced by [14]. As parallel algorithms 
have high processing speed and are appropriate for large-scale 
systems, it is used to achieve an ideal parallel average voting 
algorithm for applications where input space is large. 

A fault-tolerant control system based on majority voting 
with Kalman filter was presented by [15]. Familiarizing with 
fault tolerant systems and their requirements at the beginning, 
Voters, majority voting principle, and Kalman filter equations 
are described subsequently. 

Methods for autonomic management in a voting-based data 
collection system to handle situations where available network 
bandwidth may fluctuate and/or device fault parameters 
change unpredictably was outlined by [16].  

A distributed voting strategy for a robust NMR system was 
proposed by [17]. It is shown that using inexpensive current-
based drivers and buffers can eliminate the centralized voter 
unit and ensure majority voting among N modules in a 
distributed fashion.  

An adaptive fuzzy fault-tolerant voting mechanism was 
proposed by [18]. The adaptive fuzzy voting mechanism 
decides correct output and the output solves questions of 
measured noise and gyro error. 

A redundancy-based fault-tolerant methodology to design a 
reliable, analog system was proposed by [19]. This work’s 
contribution is an innovative analog mean voter. Results 
verified the concepts and measured the system's reliability 
when single upset transient occurs. 

An extension to fuzzy voting scheme by incorporating 
Interval Type-2 (IT2) fuzzy logic was proposed by Linda and 
Manic [20]. The new voter design features robust performance 
when uncertainty assumptions change dynamically over time. 
Results demonstrated improved availability, safety, and 
reliability of the IT2 fuzzy voting scheme. 

La-inchua et al. [21] presented a system to detect lane-
blocking traffic incidents which are amongst major causes of 
traffic jam. The proposed system used fuzzy logic to identify 
traffic status as normal and abnormal. Mean speed and 
standard deviation of inter-arrival time were used as inputs to 
the Fuzzy Inference System (FIS), and then, the majority 
voting was applied to the outputs of FIS to improve detection 
rate and mean time to detection. Simulation results showed 
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that the proposed lane-blocking detection system is very 
suitable for real-time implementation. 

La-inchua et al. [22] presented a fuzzy logic-based traffic 
incident detection system to detect a lane-blocking traffic 
incident that usually causes of traffic congestion. The 
proposed system used fuzzy logic to identify traffic status as 
normal and abnormal. It is found that the proposed system that 
used Discrete Wavelet Transform (DWT) could give higher 
detection rate when compared with the system without DWT. 
Furthermore, the majority voting was also applied to the 
outputs of FIS in order to increase detection rate. The 
performance of the proposed detection system for lane-
blocking traffic incidents would be shown based on the 
simulation results 

Kwiat et al. [23] examined three binary voting algorithms 
used with computer replication for fault tolerance and 
separately observe the resultant reliability and security. 
Random dictator provided good security and majority rule 
yielded good fault tolerance. The random troika (a subset of 3 
replicas) was presented as an effective combination of fault-
tolerant and secure computing. 

Alahmadi et al. [24] introduced a new hybrid history based 
voting algorithm for the proposed smart mobile e-health 
monitoring system. The proposed algorithm had given better 
and stable performance in the error range expected by the 
monitoring system. 

Zhou and Chen [25] discussed DNS and its security 
extension and analyzed its lack of security and also proposed a 
DNS system based on Byzantine fault tolerance. With the 
method of distributing zone table into several DNS servers, 
using an improved Byzantine fault-tolerant algorithm and 
majority voting mechanism, system could provide services 

continuously, even if partial servers were faulty, and the 
security of DNS system were enhanced. 

Namazi et al. [26] proposed a voter-less fault-tolerant 
strategy to implement a robust NMR system design. Using a 
novel logic code division multiple accesses, data could 
transfer with very low error rates among N modules and fully 
eliminated the need for a centralized voter unit. This type of 
dependable strategy is important for future nano-systems in 
which high defect rate was expected. Experimental results also 
verified the concept, clarified the design procedure, and 
measured the system's reliability. 

Derasevic et al. [27] presented a fault-tolerant system 
architecture for control applications that add a node replication 
scheme with voting on top of a Flexible Time Triggered 
(FTT)-based system. 

III. METHODOLOGY 

Fuzzy control systems produce actions according to fuzzy 
rules based on fuzzy logic. The basic units of the fuzzy logic 
controller are fuzzifier, fuzzy rule base, fuzzy inference 
engine, and defuzzifier [28]. In fuzzifier, crisp input values are 
mapped to fuzzy sets using membership functions. Fuzzy rule 
base contains the IF-THEN rules which specify the behavior 
of the system. Fuzzy inference engine maps input fuzzy sets to 
output fuzzy sets using rule base. Defuzzifier maps the fuzzy 
output sets to crisp output value. 

Rule-based fuzzy inference step along with centroid norm 
for defuzzification are used in this voter. Statistically, 
selecting the fuzzy parameter values, in this voter, the 
variation of the fuzzy parameter values is varied by the 
performance of the voter. A main limitation of this voter is the 
static selection of fuzzy threshold parameter values [29]. 

 

 

Fig. 2 Input fuzzy voter 
 
There is a need for automatic dynamic selection of values 

for these parameters for any dynamically varying input 
dataset. The fuzzy voter computes the voter output as a 
weighted average and weights are determined by the fuzzy 
inference engine. The fuzzy voter computes the voter output 

as a weighted average and weights are determined by the 
fuzzy inference engine. 

A Neural-Fuzzy System (NFS) is designed to realize the 
process of fuzzy reasoning, where the connection weights of 
the network relate to the parameters of fuzzy reasoning. Using 
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the backpropagation type learning algorithms, the NFS can 
identify fuzzy rules and learn membership functions of the 
fuzzy reasoning. It is easy to start a one-to-one 
correspondence between the network and the fuzzy system 
[30]. The NFS architecture has distinct nodes for antecedent 
clauses, conjunction operators, and consequent clauses. A 
fuzzy control system can also be termed as an NFS. 

The neuro-fuzzy system consists of parts of a conventional 
fuzzy system except that computation at each stage is 

completed by a layer of hidden neurons. The NNs learning 
capacity, in such system, is provided to improve the system 
knowledge [31]. The proposed neuro-adaptive learning 
technique benefits from fuzzy modeling procedure to learn 
from data. To compute the membership function parameters, 
that allow the associated FIS to track the given input/output 
data, it is used. The training schemes of the NNs are used for 
training.

 

 

Fig. 3 Representation of membership grades µ A (dij) 
 

The variables and fuzzy membership functions are defined 
as [32]: 

Difference between two voter-inputs: 
 

 dij = |xi − xj |, i ≠ j.         (1) 
 
Symmetry: where p, q, and r are real numbers and p ˂ q ˂ r 
 

 r − q = q – p            (2) 
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In an m-way voter, there are m(m − 1)/2 fuzzy difference 

variables. Each difference calculation results in a non-zero 
membership value being assigned to one or two fuzzy sets 
defined for that variable. 

A. Artificial Bee Colony (ABC)  

The ABC algorithm is a swarm based meta-heuristic 
algorithm based on the foraging behaviour of honey bee 
colonies. The model is composed of three important elements: 
employed and unemployed foragers and food sources [33]. 
The employed and unemployed foragers are the first two 
elements while the third element is the rich food sources close 
to their hive. The 2 leading modes of behaviour are also 
described by the model. 

ABC algorithm provides a search process based on 
population. ABC is classified into three categories—employed 
bees, onlooker bees, and scout bees. In ABC algorithm, the 
position of a food source represents a possible solution to an 
optimization problem, and nectar amount of a food source 
represents the quality (fitness) of the solution [34]. The 
number of the employed bees or the onlooker bees is equal to 
the number of solutions. 

Most neural network uses gradient descent method for 
training, such as backpropagation algorithm. This algorithm 

1 

μA(dij) 

dij 0 

p q r 

small medium large 
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has defects such as long time to converge and falling into local 
minimum easily. ABC algorithm is a global optimization 
heuristics algorithm, so it can train the weights of neural 
network to avoid the deficiency of BP algorithm [35]. The 
main idea of this algorithm is: assume that the network have D 
parameters including D1 weights and D2 thresholds. First of 
all, the neural network parameter is set to D random non-zero 
values Ipi. Assume the total number of bees is Ns, where 
population size of onlooker bees is Ne, the population size of 

scout bees is Nu, the maximum number of iterations is Tmax, 
Limit is searching number limit. 

For neural network training using ABC, there is another 
crucial parameter that can have a big effect on the results, 
namely the size of the search space, which here corresponds to 
the limit on the network weights. It is known that optimizing 
the initial random weight range for BP can have a big effect 
on the generalization performance, so it is not surprising that it 
also has a big effect for ABC too [36]. 

 

 

Fig. 4 Working of ABC –FFN 
 
The ABC algorithm’s pseudo-code is below: 
Pseudo-code of the ABC algorithm 

Initialize the population of solution 
iX  

Evaluate the population 
Set cycle to 1 
Repeat  

Produce new solution iv  in neighborhood of xi for employed bees 

and apply greedy selection process xi and vi 
Calculate probability values Pi for solution xi by means of fitness 

values using (6) 
 

1

i
i SN

nn

fit
P

fit
=

=
∑            (6) 

Produce new solution vi for onlooker from solution xi selected 
depending on pi and evaluate them and apply greedy selection 
process  

If an abandoned solution for scout is available, then replace it with 
a new solution using (7) 

 

( ) ( )i i i iX i lb ub lb r= + − ∗       (7) 
 

Memorize the best solution so far 
Cycle=cycle+1 
Until cycle=Max_iterations 
Bk= (− 1)kCN − 1 – k (1) 
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IV. EXPERIMENTAL RESULTS 

A. Experimental Setup  

Details of software voters experimental test harness used 
are explained. The experimental test harness simulates a TMR 
system including input data generator, replicator, 3 saboteurs 
(to inject errors in replicated input data), voter, and a 
comparator. In every test cycle, the input generator produces 
one correct result. This simulates redundant module generated 
identical correct results. Notional correct result copies are 
presented to all saboteurs, in all cycles. Based on chosen 
random distributions, saboteurs are programmed to introduce 
module errors. In a test set, 1, 2 or 3 saboteurs are activated to 
simulate module result errors in voter inputs. All saboteurs’ 
outputs are subjected to an examined voter, and voter output is 
compared by cycle notional correct value by comparators. 

 
 
 
 

TABLE I 
SAFETY OF VOTERS  

Error 
Amplitude 

Majority 
voting 

Fuzzy 
based 

NN 
fuzzy 
based 

weight optimized 
NN fuzzy based 

system 

0.5 1 1 1 1 

0.55 1 1 1 1 

0.6 0.97 0.98 0.97 0.98 

0.65 0.94 0.97 0.95 0.96 

0.7 0.93 0.94 0.95 0.96 

0.75 0.91 0.93 0.93 0.94 

0.8 0.9 0.93 0.92 0.93 

0.85 0.89 0.92 0.92 0.93 

0.9 0.86 0.89 0.91 0.92 

0.95 0.85 0.88 0.91 0.92 

1 0.85 0.88 0.9 0.91 

1.05 0.84 0.85 0.9 0.91 

1.1 0.84 0.85 0.89 0.91 

1.15 0.83 0.84 0.86 0.88 

 

 

Fig. 5 Safety of Voters 
 

From Fig. 5, the proposed weight optimized neuro-fuzzy 
voter shows better safety behaviour compared to the standard 
majority, fuzzy voters and NN fuzzy based. When compared 
to majority voter, the proposed weight optimized neuro-fuzzy 
method improves safety by 1.0256% to 8% when the error 
amplitude is more than 0.6. The proposed weight optimized 
neuro-fuzzy method improves safety by 1.0363% to 6.8182% 
when the error amplitude is more than 0.6 when compared to 
fuzzy voter. The proposed weight optimized neuro-fuzzy 
method improves safety by 1.0256% to 2.2989% when the 
error amplitude is more than 0.6 when compared to NN fuzzy 

voter. 
From Fig. 6, the proposed weight optimized neuro-fuzzy 

voter achieves improved availability compared to the standard 
majority, fuzzy voters and NN fuzzy based. When compared 
to majority voter, the proposed weight optimized neuro-fuzzy 
method has higher availability by 5.5866% to 26.4706%. The 
proposed weight optimized neuro-fuzzy method improves 
availability by 1.105% to 18.4397% when compared to fuzzy 
voter. The proposed weight optimized neuro-fuzzy method 
improves availability by 1.0471% to 6.7114% when compared 
to NN fuzzy based voter. 
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Fig. 6 Availability of Voter 
 

TABLE II 
AVAILABILITY OF VOTERS  

Error 
Amplitude 

Majority 
voting 

Fuzzy 
based 

NN 
fuzzy 
based 

weight optimized 
NN fuzzy based 

system 

0.5 1 1 1 1 

0.55 1 1 1 1 

0.6 0.89 0.93 0.95 0.96 

0.65 0.87 0.91 0.9 0.92 

0.7 0.86 0.9 0.89 0.91 

0.75 0.82 0.84 0.85 0.89 

0.8 0.75 0.79 0.84 0.87 

0.85 0.73 0.77 0.83 0.85 

0.9 0.72 0.75 0.81 0.84 

0.95 0.71 0.74 0.81 0.83 

1 0.69 0.72 0.77 0.79 

1.05 0.68 0.7 0.75 0.78 

1.1 0.65 0.66 0.74 0.76 

1.15 0.59 0.64 0.72 0.77 

V. CONCLUSION  

The neuro-fuzzy approach, symbiotically combining the 
merits of connectionist and fuzzy approaches, constitutes a 
key component of soft computing at this phase. To date, there 
has been no detailed and integrated categorization of the 
various neuro–fuzzy models used for rule generation. The 
proposed neuro-fuzzy voter’s performance was tested on a 
refined experimental harness which permitted modeling of 
various distributions of input signal’s noise and errors. The 
proposed weight optimized NN fuzzy based system gives 
better safety behavior and improved availability when 

compared with majority voter, Fuzzy based voter, and NN 
fuzzy based voter.  
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