
 

 

 
Abstract—The research of juice flavor forecasting has become 

more important in China. Due to the fast economic growth in China, 
many different kinds of juices have been introduced to the market. If a 
beverage company can understand their customers’ preference well, 
the juice can be served more attractive. Thus, this study intends to 
introducing the basic theory and computing process of grapes juice 
flavor forecasting based on support vector regression (SVR). Applying 
SVR, BPN, and LR to forecast the flavor of grapes juice in real data 
shows that SVR is more suitable and effective at predicting 
performance. 

 
Keywords—Flavor forecasting, artificial neural networks, support 

vector regression, grape juice flavor. 

I. INTRODUCTION 

N today's economy, organizations face a very competitive 
environment and have to employ a number of strategies to 

gain competitive advantage. Effective decisions should be 
made to manage the process of production, distribution and 
consumption. Current decision development utilizes a variety 
of forecasting techniques to analyze the nature of juice flavor. 
Therefore, the study of juice flavor forecasting is of critical 
importance. 

Recently, juice beverage market shows a rapid growth, with 
the rise of health conscious. Providing healthy and delicious 
drinks such as vitamin and mineral rich drinks now become the 
core to attract consumers. Thus, the companies put more 
spending and material resources in the research and 
development (R&D) to find consumers’ favorite juice flavor. 
Establishing new business opportunities without considering 
consumers’ demands will cause many problems, such as loss of 
goodwill, decrease in profit, customer satisfaction and loyalty. 
However, if company misses the opportunities to understand 
customer preference, it will waste human, financial, and 
material resources. The information on customers’ favorite 
flavor can be used to develop predictive models, and to reduce 
R&D cost. In addition, the customer favorite flavor forecast 
also may affect the company's marketing strategy. Since market 
and consumer tastes change at any time. Thus, grapes juice 
flavor forecasting is essential to successful, R&D, marketing 
and policy making. In the previous years, there weren’t many 
companies using certain forecasting methods to predict 
customer juice flavor. But now, due to the development of 
forecasting methods, lots of companies, including beverage 
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companies, start to use certain methods to predict customer 
favorite juice flavor. By employing a forecasting method, it is 
easier for the companies to predict their customer demands, but 
sometimes it is difficult to guarantee that the forecasting result 
is accurate due to noise in the past data. Therefore, grade juice 
flavor forecasting is regarded as one of the most challenging 
tasks. 

They demonstrated that different ANNs can be used to tackle 
diverse business-related problems [1]. They surveyed more 
than 100 related published articles that focus on neural and 
neuro-fuzzy techniques applied to forecasting stock markets 
[2]. They found that neural network is a widely accepted tool 
for studying and evaluating behaviors in the stock market. Even 
if the ANN provides a great deal of promise, the algorithm also 
suffers from a number of shortcomings such as number of 
parameters, difficult to obtain a stable solution, and the risk of 
model over-fitting [3]-[6].  

Support vector regression (SVR) -developed through 
statistical learning theory- has been widely applied in the 
nonlinear regression estimation. Basically, SVR adopts the 
structural risk minimization principle to estimate a function by 
minimizing an upper bound of the generalization error [7]. 
Structural risk minimization principle allows researchers to 
obtain better generalization from limited-size datasets. SVR 
has been success-fully applied in different problems of time 
series prediction such as demand forecasting [8]-[10], traffic 
flow forecasting [11]-[13], and financial time series forecasting 
[3]-[6], [14]-[16]. 

Additionally, few studies focus on forecasting in the juice 
industry, especially for grapes juice flavor. Therefore, this 
study intends to develop a SVR model that improves the 
forecasting accuracy of grapes juice flavor and return on 
investment. Juice flavor data contain correlations between 
forecasting variables. Grapes juice flavor may be affected by 
some underlying factors like juice components. This study 
focuses on grapes juice flavor forecasting for beverage 
manufacturers and retailers in juice drinks industry. 

The rest of this paper is organized as follows. Section II gives 
a brief introduction to the SVR and BPN, while the 
experimental results and related discussions are presented in 
Section III. Finally, the concluding remarks are made in Section 
IV. 

II. METHODOLOGY 

A. Support Vector Regression (SVR) 

SVR is a novel neural network algorithm technique based on 
statistical learning theory that has received increasing attention 
for solving nonlinear regression estimation problems. SVR is 
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derived from the structural risk minimization principle to 
estimate a function by minimizing an upper bound of the 
generalization error [7]. It has been successfully applied in 
different time series prediction problems such as production 
value forecasting, traffic flow prediction, and financial time 
series forecasting [5], [14], [17], [18]. The SVR model can be 
expressed as (1) [7]: 

 
                                 (1) 

 
where w is a weight vector, b is bias, and ψ(x) is a kernel 
function in which a non-linear function is used to transform the 
non-linear input into linear mode in high-dimension feature 
space. Under traditional regression analysis, coefficients are 
found by minimizing the square error, which can be considered 
empirical risk based on a loss function. Vapnik [7] introduced 
the so-called ε-insensitivity loss function to SVR. It can be 
expressed as: 
 

  (2) 

 
where ε is defined as the region of ε-insensitivity; when the 
predicted value falls into the band area, the loss is zero. In 
contrast, if the predicted value falls outside the band area, then 
the loss is equal to the difference between the predicted value 
and the margin. When empirical risk and structure risk are 
considered together, the SVR model can be constructed to 
minimize the following quadratic programming problem. 
 

minimize:  

 

subject to:                           

       (3) 

 
where i=1,2,…,n is the number of training data; (ξi+ξi*) is the 
empirical risk; 1/2||w||2 is the structure risk preventing 
over-learning and lack of applied universality; and C is a 
modifying coefficient representing the trade-off between 
empirical risk and structure risk. Equation (3) is a standard 
quadratic programming problem. After selecting an appropriate 
modifying coefficient (C), band area width (ε), and kernel 
function (φ), the optimum value of each parameter can be 
resolved though Lagrange functions. The general form of the 
SVR-based regression function can be written as [7]: 
 

    (4) 

 
where αi and αi* are Lagrangian multipliers and satisfy the 
equality αiαi*=0; φ (xi, xj) is the kernel function. Any function 
that meets Mercer's condition can be used as the kernel 
function. According to Cherkassky and Ma's [19] proposal, 

radial basis function (RBF) is suitable for solving most 
forecasting problems. SVR performance is mainly affected by 
the setting of parameters C and ε [19]. There are no general 
rules governing the choice of C and ε. They proposed an 
analytic parameter selection method for SVR modeling that is 
based on sketching the structure of training data and using a 
trial-and-error approach to determine the best parameter values 
[14]. This study employs this analytic method to determine the 
best set of C and ε parameter values. 

B. Back-Propagation Neural Network (BPN) 

Artificial neural network (ANN) is a system derived through 
models of neurophysiology. In general, it consists of a 
collection of simple nonlinear computing elements whose 
inputs and outputs are tied together to form a network. The 
learning algorithms of ANNs can generally be divided into 
three different types: supervised, unsupervised, and hybrid 
learning. ANNs are nonparametric data driven approaches 
which can capture nonlinear data structures without prior 
assumption about the underlying relationship in a particular 
problem. ANNs are more general and flexible modeling and 
analysis tools for forecasting applications in that not only can 
they find nonlinear structures, they also can model linear 
processes [16]. 

BPN is the most popular neural network training algorithm, 
which has a simple architecture but powerful problem-solving 
ability [2], [20]. The neural network architecture is organized 
into nodes and the types of connections permitted. The nodes in 
the input layer receive input signals from an external source, 
while the nodes in the output layer provide the target output 
signals. Any layers between the input and output layers are 
called hidden layers. Since one hidden layer network is 
sufficient to model any complex system with the desired degree 
of accuracy [21], the BPN model designed in this study will 
have only one hidden layer. The neurons obtain inputs from 
initial inputs or interconnections and generate outputs using a 
non-linear transfer function.  

BPN uses the gradient descent training algorithm to 
minimize error (the difference between the desired output and 
the network output) and adjusts interconnection weights during 
the training process. For the gradient descent algorithm, the 
step size (otherwise known as the learning rate) must be 
specified first. The learning rate is a crucial aspect of the BPN 
model because lower learning rates tend to slow down the 
learning process before convergence, while higher learning 
rates may cause network oscillation and an inability to 
converge. BPN performance is mainly affected by the setting of 
the network topology, i.e., the number of nodes in each layer 
and the learning rates. There are no general rules governing the 
choice of network topology. Its selection is usually based on the 
trial-and-error (or cross-validation) method. In this study, the 
optimal network topology of the BPN model is determined 
using the trial-and-error method. Chauvin and Rumelhart [21], 
and Haykin [22] descripted more details about how to 
determine the appropriate network topology (the number of 
layers, the number of nodes in each layer, and the appropriate 
learning rates).  
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III. EXPERIMENTAL RESULTS 

A. Dataset and Forecasting Variables 

The data collection period for juice amounts is from August 
2010 to January 2011, giving a total of 21,810 grapes juice 
flavor about the degree of taste sample in the entire China 
market. We used 5 cross validation analysis. The 17,448 data 
points (about 80% of the total number of sample points) are 
used as the training sample, while the remaining 4,362 data 
points (about 20% of the total number of sample points) are 
employed as the holdout and used as the testing sample for 
measuring out-of sample forecasting ability. To build the 
forecasting models, the eight indicators depicted in Table I, 
which are chosen on the basis of subjective judgment, expert 
opinions and industry knowledge are employed as forecasting 
variables. Note that Brix, Acid and PH value indicators are also 
adopted in this study since they are most widely used measures 
in grapes juice flavor forecasting. The variables X1 to X8 are 
input variables and the variable Y is the output variable. 

 
TABLE I 

 LIST OF FORECASTING VARIABLES IN BUILDING FORECASTING MODELS 

Variables Description 

Y Degree of all flavor 

X1 Degree of fragrance flavor 

X2 Degree of color flavor 

X3 Degree of sweet flavor 

X4 Degree of sour flavor 

X5 Degree of fruit flavor 

X6 Brix 

X7 Acid 

X8 PH value 

 
This study utilizes four commonly used performance criteria 

to evaluate the accuracy of the three forecasting models: root 
mean squared error (RMSE), mean absolute deviation (MAD), 
and mean absolute percentage error (MAPE). The definitions of 
these criteria can be found in TABLE II. RMSE, MAD, and 
MAPE measure the deviation of the forecast value from the 
actual value. Hence, the smaller the indicated value is, the 
greater the accuracy. 

 
TABLE II  

PERFORMANCE MEASURES AND THEIR DEFINITIONS 
Metrics Calculation a 

RMSE 

 

MAD 

 

MAPE 

 

a: Note that T and represent the actual and predicted value, respectively; n is 
the total number of data. 

 
The input variable data employed in this study include a 

variety of measurements reflecting a range of units, the 
magnitude of the absolute value can vary significantly for 

different variables. If the original values of input variables are 
applied directly in modeling neural network models, including 
SVR, BPN and LR specifications, the large value input 
variables may overwhelm smaller valuable inputs in the neural 
network learning process, leading to the neural network 
learning saturation problem. 

Saturation means that continued learning does not lead to 
improved network performance, and is often indicative of 
over-fitting and detrimental to generalization [23], [24]. 
Moreover, many studies have reported that linear scaling can 
improve the performance of neural networks [20], [25]-[27]. 
Therefore, to avoid the saturation problem and produce 
accurate forecasts, the raw input variable data employed in this 
study are linear-scaled into the range of [-1.0, 1.0] before the 
neural network models are constructed. 

B. Forecasting Results 

To compare the results derived from three forecasting 
models in the frameworks, this section discusses the forecasting 
models constructed using the SVR, BPN, and LR 
methodologies to predict total juice flavor amounts.  

The parameters setting in both algorithms are important. In 
the BPN model, the input layer has eight nodes as the eight 
forecasting variables are all adopted. As there are no general 
rules for determining the appropriate number of nodes in the 
hidden layer, the number of hidden nodes to be tested is set at 
14, 15, 16, 17, and 18. The network has only one output node: 
The forecast juice flavor amount. As lower learning rates tend 
to give the best network results [21], learning rates of 0.001, 
0.005, 0.01, and 0.1 are tested during the training process. The 
network topology with the minimum testing RMSE is 
considered the optimal network. Table III reports the best 
results of testing all models from cross-validation. From the 
forecasting result, BPN can be observed that the {8-17-1} 
topology {8-17-1} indicates there are 8 nodes in the input layer, 
17 nodes in the hidden layer, and one node in the output layer 
with a learning rate of 0.01 gives the minimum testing RMSE 
and it is the best topology setup for the BPN model. 

 
TABLE III  

THE PARAMETER SELECTION RESULTS OF THE ALL MODELS FROM 

CROSS-VALIDATION 

Methods Training RMSE Testing RMSE 

SVR(ε=2‐7, C=29) 0.5454 0.4227 
BPN{8-17-1} 

learning rate=0.01 
0.5388 0.5341 

LR 0.8648 0.5766 

 
In constructing the SVR model, all of the predictor variables 

are used. Table III shows the best results of testing the SVR 
model with different combinations of parameter sets. It can be 
seen that the parameter set (ε=2-7, C=29) gives the best result 
(minimum testing RMSE) and it is the best parameter setup for 
the SVR model. 

For comparing the forecasting models performance in K-fold 
cross validation. In the experiment, the data are separated in 5 
partitions. Then, there are 80% data for training, and 20% for 
testing. The results are shown in Table IV. Performance is 
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evaluated using MAD, RMSE, and MAPE. Compared from 
SVR, BPN and LR of grapes juice flavor forecasting testing 
data, MAD average is 0.3327, RMSE average is 0.4577 and 
MAPE average is 0.0946 from SVR model are the best. It 
indicates that SVR model has the best performance than BPN 
and LR model. 
 

TABLE IV  
THE COMPARISON OF 5-CROSS VALIDATION FORECAST AVERAGE RESULTS 

FROM THE THREE OF GRAPES JUICE FLAVOR FORECASTING MODEL 

Methods Fold MAD RMSE MAPE 

SVR 

1 0.3104 0.4381 0.0894 

2 0.3313 0.4393 0.0943 

3 0.3950 0.5478 0.1101 

4 0.3132 0.4227 0.0890 

5 0.3136 0.4408 0.0903 

Avg. 0.3327 0.4577 0.0946 

BPN 

1 0.3421 0.4511 0.1663 

2 0.3306 0.4651 0.0929 

3 0.3743 0.5462 0.1042 

4 0.3334 0.5341 0.1097 

5 0.3050 0.4384 0.0887 

Avg. 0.3710 0.4869 0.1123 

LR 

1 0.3130 0.4416 0.0900 

2 0.4674 0.6340 0.1307 

3 0.4174 0.5778 0.1187 

4 0.4205 0.5766 0.1185 

5 0.3167 0.4250 0.0898 

Avg. 0.3870 0.5310 0.1095 

 

Based on the findings discussed above, it can be inferred that 
the SVR methodology is suitable for constructing forecasting 
models for beverage manufacturers and retailers due to its 
excellent variable screening and model interpretation 
credentials. 

IV. CONCLUSIONS 

Grapes juice flavor forecasting is crucial for business 
strategy, R&D, and customer service of beverage 
manufacturers and retailers. The forecasting results are 
obtained by comparing SVR, BPN and LR models. The 
experimental results show that the SVR model gives the lowest 
degree of prediction error and outperforms the other two 
comparison methods. The results also indicate that SVR 
represents a good alternative to grapes juice flavor forecasting 
method for beverage companies in China. Therefore, the grapes 
juice flavor which has been predicted by SVR model can help 
companies adjust their marketing strategy to attain better 
performance in the future. 
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