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Estimating the Population Mean by Using Stratified
Double Extreme Ranked Set Sample

Mahmoud I. Syam, Kamarulzaman Ibrahim, Amer I. Al-Omari

Abstract—Stratified double extreme ranked set sampling
(SDERSS) method is introduced and considered for estimating the
population mean. The SDERSS is compared with the simple random
sampling (SRS), stratified ranked set sampling (SRSS) and stratified
simple set sampling (SSRS). It is shown that the SDERSS estimator
is an unbiased of the population mean and more efficient than the
estimators using SRS, SRSS and SSRS when the underlying
distribution of the variable of interest is symmetric or asymmetric.

Keywords—Double extreme ranked set sampling, Extreme
ranked set sampling, Ranked set sampling, Stratified double extreme
ranked set sampling.

I. INTRODUCTION

OONE denies the importance and the benefit of ranked
set sampling method which was first proposed by
Mclintyre [11] for estimating the mean pasture and forage
yields, and without proving he claimed that Xgss is an
unbiased estimator for the population mean g, his method

was developed and modified by many authors. Takahasi and
Wakimoto [16] have established an accurate mathematical
theory of ranked set sampling and they get the same results.
Dell and Clutter [9] showed that the mean of the RSS is an
unbiased estimator of the population mean, whatever or not
there are errors in ranking. Samawi et al. [14] investigated the
variety of extreme ranked set sample (ERSS) for estimating
the population mean. Samawi [13] introduced the stratified
ranked set sample method for estimating the population mean.
Al-Saleh and Al-Kadiri [5] introduced double ranked set
sampling for estimating the population mean. Samawi [15]
suggested double extreme ranked set sample with application
to regression estimator. Jemain et al. [10] suggested multistage
extreme ranked set samples for estimating the population
mean and they showed that the efficiency of the mean
estimator using MERSS can be increased for specific value of
the sample size n by increase the number of stages. For more
about RSS see [4], [7], [12], [1] and [2], [3], and [8].

In this paper, new estimator using stratified double extreme
ranked set sampling is suggested to estimate the population
mean of symmetric and asymmetric distributions. The
organization of this paper is as follows: In Section II, we
present the stratified double extreme ranked set sampling. In
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Section 111 some notations and basic results are introduced. A
simulation study is considered in Section V. Finally,
conclusions are introduced in Section V.

1. STRATIFIED DOUBLE EXTREME RANKED SET SAMPLING

In stratified sampling the population of N units is first
divided into L subpopulations of N,,N,,---,N,  units,
respectively. These subpopulations are no overlapping and
together they comprise the whole population, so that
N, +N,+---+N_=N. The subpopulations are called
strata. To obtain the full benefit from stratification, the values
of the N, (h=1,2,---,L) must be known. When the strata

have been determined, a sample is drawn from each, the
drawings being made in different strata. The sample sizes
within the strata are denoted by n,n,,---,n_, respectively.

The appropriate allocation of samples to different strata is very
important in stratified sampling, in this article, the type of
allocation method is proportional to stratum size. If a simple
random sample is taken in each stratum, the whole procedure
is described as stratified simple random sampling (SSRS).

The stratified double extreme ranked set sampling (DERSS)
is described as:
Step 1.1dentify n® elements from the target population and

divide these elements randomly into n’® sets each of
size n elements.
Step 2.For each set in step 2, if the sample size is even, select

from the first ﬁ sets the smallest ranked unit, and

2
from the second N” sets the largest ranked unit. If the
2
sample size is odd, select from the first N(N—-1) sets

2
choose the smallest ranked unit, and from the next n
sets choose the median of each set, and from the other

n(n-1) sets choose the largest ranked unit. This step
2

yields n sets each of size n.

Step 3.Apply the ERSS procedure again on the sets obtained
from Step (2) to obtain a DERSS of size n.

The cycle can be repeated m times if needed to get a sample

of size nm units.

Step 4.1f the double extreme ranked set sample is used in each
stratum, the whole procedure is described as stratified
double extreme ranked set sampling (SDERSS).
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To illustrate the method, let us consider the following
example, which combines an even and an odd sample size in
two strata.

Example 1: Suppose we have two strata, L=2 (h=1,2), and

in the first stratum we have 64 elements divided into 16 sets, 4
elements in each set, and in the second stratum we have 27
elements divided into 9 sets, 3 elements in each set, as the
following:

Stratum (1): Assume the 64 elements are

D 1) 0 2 2 2 3 3 3 4 4 4)
)(](_‘L):)<1F2)1: Xi;)!)(](l)a)qz):|X§4)|)(]S)y)(](2)::xi4)y)(]a)y)(](2)au X§4)

After ranking the elements in each set we obtain

{Xﬁ),"y (1)1X§11)""1 xé?,xg),...,xg(?,xg),..., xﬁ)}
2 2 2 2 2 2 2 2

{><j(_'|_)1“'1 (4)1)(;_)1“'! (4)!><é1)7'"|X§4)aXA(,1)"“7X§4)}
3 3 3 3 3 3 3

(XD, XD X, X XX X

) 41X§)"'
{X](_’f)l...l (:]_1)1)(;]_4)1.”1 (2)1Xg)|1xg)1xii)lyxﬁ)}

We will apply the ERSS on each of the 16 elements to get
four sets as:

. _ (48] (] (3] (]
o Set(1): § —{X(n), X X X(41)} ’

— (2) (2) (2) (2)
e Set(2): 5, _{x(ll)’ X(21)’ X(31)’ >((41)}
. — (3) (3) () (3)
Set (3) 83 _{X(14); x(24), X(34), X(44)} s
_Ix@ y@ 4 (4
e Set(4): 84 _{X(14)' X(24)’ X(34)1 X(44)}
The notation for the sets S, S,, S,, S, after ordering as:

— * )~ 1* @
- {X (1) X (21) X (CON X (41) }‘
(2)* (2)* (2)* (2)*
{X (1) 1 X (21) 1 X (31) X (41) }
— (3)* (3)* (3)* (3)*
- {X (14) X(24)’ X(34) ! x(44) }’

(4)* (4)* (4)* (4
X(14) ! X(24) ! x(34) ! X(44) }

We apply ERSS again on the 16 elements in ERSS to get
the elements of the double extreme ranked set sample in the

i = Oy @* Y@ y@F
first stratum (h = 1), XED Xy Xahys X -

Stratum (2): Assume the 27 elements are
@ v D v©@ yv©) (2 v yv@ (3)
Y11 ’Y12 ""’Y33 ’Y11 vY12 ""’Yss ’Y11 ’le v"”Y33 :
After ranking the elements in each set we obtain
(3] o v @) 1) 1)
YD Y@ Y Y YE - Y )

(2 (2 y (@) (2) v (2) (2)
Y& YEYE - YEYE . YS)
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(3) (3) v B v© ©)
Y YEYD YRS YR}

We will apply ERSS on each of the nine elements to get
three sets as:

1) "(21)

1 1) 1) _Iv(@ yv(@ vy _ 3 vB yvE©)
51 = {Y() Y& Y(gl))} ! Sz = {Y(IZ)’Y(ZZ)'Y(32)} ! Ss = {Y(13),Y(23),Y(33)}-
These sets after ordering will be denoted as:
* W* v ([O)* v @O* *_ Iy @* vy (@* y(2)*
51 = {Y(L)) xY((zl)) ’Y((31)) }’ Sz —{Y(lz) vY(zz) 'Y(sz) } !
S; = {Yg ' Y<(233))* ' Y<(33§)>* } '

If we apply ERSS again on the 9 elements in the sets
S.,S,,S,, we will get the elements of the double extreme

ranked set sample in the second stratum (h=2) Y Y@ Y
So the elements of SDERSS are

Wy 2y @) y (D* @ v (2)* \ (3)*
X(ll) ! X(ll) ! x(44)’ X(44) ! Y(ll) ’Y(ZZ) ’Y(33) ’

I11. NOTATIONS AND SOME BASIC RESULTS

Al-Saleh and Al-Kadiri [2] studied the double ranked set
sampling, and they showed that if Xy i=12,..,n are

elements of DRSS with mean ,u;) and variance g(f) then

18 - 11 GEG o Ny o
=12 and o :ﬁ{z%z) + 25 (44 _“)2]
i=1 i=1 i=1

Assume that the variable of interest X has density f(x) and
cumulative distribution function F(x), with mean 4 and

variance  o°.  Let X, X,,...,X,; ) ST G
Xonieeii Xogy Xygreon X,, D€ N independent simple random
samples each of size n. Let X, , X. X.. . be the order

i@ 7ri2)re 0 7ti(n)
statistics of the ith sample X, , X,,,..., X,,,» i=12,...,n.
Now, based on DERSS, if the sample size n is even, we

replace the ordered statistics X, , X, ..., X, (i=12,...,n)

obtained from an iid sample X, X,,,...,X;, (i=12,...,n),

in’

* * * *

by Xy qu)’--wxg(l), gﬂ(n),..,,xn(n), and if the sample

size n is odd, we replace the ordered statistics

Xiw: Xy Xicmy (i=12,...,n) by

X;(l)’ X;(l)""'X:—l J X:+1 n+l 'x:+3 1o X:(n) which are
20 G 5o

independent but not identically distributed random variables,

where x s the minimum of the ith sample, x - is the
i)

nit
2

median of the ith sample and xi*(n) is the maximum of the ith
sample in DERSS.
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Now, using SDERSS if the sample size n is even, we

replace the ordered statistics Xiiayr Xniczyr++» Khicny)

(i=12,...,n,) and strawum h (h=12...,L) by
* * * * and if the sample size

xhl(l)" xhn“(l) nh+3(n)""'xhnh(nh)’ P

2

n, is odd, we replace the ordered statistics

Xiays Xy Knigny) (i=12,...,n,) and stratum h

h=12,..,L by  Xigeen X ’

( ) h1(1) ! ' nh —1(1) X hnhTﬂ(nhTﬂ) ’
* * which are independent but not
n“+3(n) **1 “Yhn, (ny)

identically distributed random variables, where x;i(l) is the

minimum of the ith sample in hth stratum, x* ) is the

i)
median of the ith sample in hth stratum and x> is the

hi(n,)
maximum of the ith sample in hth stratum. Let Foi () be the

hin) based on

a random sample of size N, from a distribution F, (x) in

distribution function of the ith order statistic X

stratum h. Then

) |1 -

Fi ()= m_‘- (1-u)" du= EM[F(X)] —00<X<0Q
where B, is the Beta distribution with parameters
(i.n, —i+1) and the beta function is gz, 5) = [(a)T(B)

I'(a+p)

where F(a) = (a—l)!. The mean and the variance of Xicny *

respectively are given by

T J X fy) (x) dx and variance

—0

©

O-r?i(nh) = I(X_;uhi(nh))z fhi(n)(x) dx-

—0

The suggested estimator of the population mean using
SDERSS is defined as

h
— L l 2
Xspmres, = = z (1)+ thl(m) ,if ) iseven
. M)A
Xsoerss = - =
- L 1l <
Xz =) Wo— ZXWX net) T thm if nyisodd
h=1 n| = ( j 3

2

where W, =0, N, is the stratum size and N is the total

population size.
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The variance of YZDERss for even and odd sample size is
given, respectively by

RS 3 Z«ﬁwZoﬁm o
\a(i;m)z » -

W(?;E&Z)ZEM i (1)+Zqﬁm)+&(m+lj ifry isccd

h:l i

Yo

* * *

, X e ,
ORI )’ My ()

n, and h=12,...,L be SDERSS with even
sample size. Let X, be a continuous random variable in

Lemma 1. Let X . ,...,X

nh +3

where i =12, ...,

stratum h, with pdf f (x), cdf F (x), mean ,; and variance

. Let xh(l) be the minimum of Xhl(l)’ xhz(l),_“, Xhl"(l)
2
with cdf Fh*(l)(x)' and xh(n) be the maximum of
X D ¢ with cdf £ (x), then:
n"+2(nh) hnh+4(n ) hny, (ny) h(nh)( )

1) Fh(l)(x) :1_[1_ Fh(x)]ng , and Fh*(nh)(x) = [Fh (X)]nhz .

@ friy(0=nZ[1-F, 0" £,00, and
oy (0 =12 [FL 00" £,().
Proof: To prove 1),

Fioy (9= il (M0 (1™ du=8,, [F (9]

(|nﬂ —i+

For i=1, we get Fh*(l)(x) = BJ.-nh [Fhl(x)] :1_[1_ Fm(x)]nh

“1-[1-F,(0)]*

and
1 R i
ﬁim)(x):mjo U (1-u)"" du=B,, [F,(9)]-
For i= nh’ we get Fh*(nh) (X) = Bnh:nh ':thh (X)]

B, [(F00)" | =[ROI"-

Part (2) of Lemma (1) can be proved by taking the first
derivative of part (1), respectively.
Lemma 2. Suppose that the population distribution is
symmetric, then ﬂ;a) + ﬂ;(nh) =2u and gﬁ(*l) = th(*nh)-
that  f, (—x) = f, (x)and
F.(—=x) =1-F,(x) , and the results of Lemma 1, it will lead us
to the result.

Proof: By using the facts
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Lemma 3. X sperss is an unbiased estimator of a symmetric
population mean.
Proof. We have two cases:

First. If the sample sizes in the strata n,, h=12,---,L are
even, we have
M
=+ L 1| & - o
X sbErsst =ZWh — thi(l) + z Xhi(nh)
h-1 My | =2 My
2
— L
E(X SDERSSI) =E Wh Z Xhl(l) + z Xhl(nh)
h=1 |-—+1
L 1 "n
:zwh — ZE(xhl(l))+ z E(Xhl(nh))
h=1 My i=Mh gy
2
L .
=2Wn‘* Zﬂhm* Z Hiny
h=1 i= |-7+1
Since the distribution is symmetric about £, then
oy + Moy = 214, - Therefore,
— L 1
E(XSDERSSI): Z h— Z,uh,
h=1 n,
It was shown by [2] that
— i nzh * 1
n & Hhi
(XSDERSSl) [th /lhj
Second: If the sample sizes in the strata n, ,h=12,---,L are
odd, we have
r}‘ -1
_— L
E(XSDERSSZ):E EM th|(1)+x nn) T Z Xhl(rh)
= W) AT,
2
-1
L 2
Z ZE(Xhl(l))+E(X Myl )+ Z E(Xhl(nh))
h=1 h i=1 ( ) i nh‘* "
2
nL—I
1

2
Z Moy TH Z /uh(nh)

(7) i nh+

Since the distribution is symmetric about the 4, then we
have ”:m + 4 ) =2 4, » and the mean = median. Therefore,
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n- - n-1
(( > JH“(” (wl)’{ > )/‘M)]
-1 N N .
h2 j(ﬂh(l) + luh(nh))—"_/l(nhgl)hJ

N 1((n,-1
=> W, -— 20 )+
h=1 " nh( 2 j( ﬂh) ﬂh)

:iwn'i((nh_l ""/Un) th Hy =

Lemma 4. If the distribution is symmetric about £, then

Var (YSDERSS ) <Var (YSRS ) .

Proof. If the sample sizes in the strata n, ,h=1,---,L are
even, the variance of X sgrss iS
Lh
. L
Var(XSDERS'Sl) z ZU hiy + Z o? hl(nh)
h=1 i=1 |,f+1
Nevertheless, o2 <o for each stratum h=12,--- L, this

implies
o2 = Var (Y SSRS )

— L
Var(XsDERSM):Z —O'h, ZWZ
hot

<Var(X sRs ) -

h

The proof in case of odd sample sizes is similar.
Example 2: For the uniform distribution with parameters «
and B; U(a,p), the probability density function and the

cumulative distribution function are defined as

0, X<a
1 ,a<X<f and X—a )
f()={p-a F(x)= ﬁa,agx<ﬂ
0, otherwise 1 5
, X >

The mean and the variance are given, respectively by

_2+/f and 0_2:(/3_‘1)2.
2 12

Now, for U (0, 5), the mean and the variance, respectively

B, B
are =, 7 .
H=9"9 70

From [6], formula for the variance of x  —and X/ =

h(1)
which are equal since the distribution is symmetric about the
mean, for stratum h in case of even sample size, can be
defined as
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2
Var(X;(l)):Var(X;(nh))z Wi

Case 1. The efficiency of X spersst relative to X ssrs . Now,
the variance of SDERSS in case of even sample size can be
calculated as

Var (Y;DERSS].) Z

h=1 Ly

IZVar( NEDS Var(X,:(nh))

|:?+1
Mh
B L_hZ 2 nﬁ 2 .\ nZh ”ﬁ 2
_hzzl‘ n? Ig‘(nﬁ+2)(n§+1) (e +2)(n+1)
2

w;'n, g’

Wl A 5 .
2 [”h (n§+2)(n§+1)] Z{w2) (1)

The variance of SSRS for U (0, #) is defined as

J— L W L ﬁZ
Val’(XSSRs):; n ;n_: Ladi

The efficiency of X spersst relative to X ssrs is

. _ Var ( X ssrs )
eff ( X spersst, X ssks ) —
Var ( X DERSSl)

- W ﬂz L
_ ; n, 12 Z1:12nh p
ZL: thnhﬂ2 B 2": W/?n,
H(n+2)(nt+1) £ (n2+2)(n2+1)

Algebraically it is not easy to show that the last quantity is
greater than 1, so some different cases are considered, two or
three strata, the following results are obtained:

1 If L=2,h=12 when n =4 and n,-6 with total

n=10, eff (YZDER551,YSSRS ) —2.3011.

2. If L=2,h=12 when n =6 and p, =g with total n=14,
eff (YZDERm X SSRS) 42737

3. If L=2,h=12 when n,=8 and n,=10 with total
n=18, eff (Y;DERSSl,YSSRS ) =6.9311.

4. If L=3h=123 when n, =4, n,=4 and n, =6 with
total n =14, ff (YZDER551,YSSRS ) —~2.0399.

5 If L=3,h=123 when n, =4, n, =6 and n, =8 with

total n =18, eff (Y;DERSSLYSSRS ) =3.1112.
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6. If L=3,h=123 when n =6, n,=6 and n, =6 with

total n=18, eff (YSDERSSI,YSSRS ) =3.2546.

Case 2: The efficiency of X soersss relative to X sps
Now, the variance of SRS for U (0, ) is given by

2

Var(? SRS )= —

The efficiency of X soerss: relative to X sss is

eff (Y;DERSM,YSRS)ZM _ hz;‘%
Val’(XSDER551) 7W
= (n2+2)(n +1)
Ll L
= h:1122 = Ez = L > >1.
- Won, > W o Wi,
hzzl:(nf+2)(nf+1) Z:l:( +2)(n,f+1) hZ:l:(rﬁ+2)(rﬁ+l)

1. If L=2,h=12 when -4 and n,=6 with total
n=10, eff (YZDERSSLYSRS ) = 45.9415.

2. If L=2,h=1,2 when n, =6 and n,=8 with total
n=14, eff (YZDER551,YSRS ) ~119.6708.

3. If L=2,h=12 when n, =8 and n, =10 with total
n=18, eff (Xsommss, Xers |~249.5107.

4. 1f L=3h=123 when n =4, n,=4 and n, =6 with
total n =14, eff (YZDERSSLYSRS ) —85.6810.

5 If L=3,h=12,3 when n, =4, n,=6 and n, =8 with

total n =18, eff (Y;DERSSI,YSRS ) =167.9995.

IV. SIMULATION STUDY

A simulation study is conducted to investigate the
performance of SDERSS for estimating the population mean
with respect to SRS, SSRS and SRSS. Symmetric
distributions, namely; uniform and normal and asymmetric
distributions namely exponential, gamma and Weibull have
been considered for samples of sizes n=9,121518,
assuming that the population is partitioned into two or three
strata. Using 100000 replications, estimates of the means,
variances and mean square errors were computed.

When the underlying distribution is symmetric, the
efficiency of SDERSS relative to SRS,SSRS,SRSS is

given by
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eff (YSDERSS ,YT ) = m

, T =SSRS, SRSS, SRS,
Var(X SDERSS)

and if the distribution is asymmetric, the efficiency of
SDERSS relative to SSRS and SRSS is defined in terms of
mean square error (MSE) as

e (Keoerss, X ):MSE—(%), T = SSRS, SRSS,
SDERSS 4 T MSE (YSDERSS )

where
MSE (X, ) =Var (X, )+[ Bias(X, )] .
T = SSRS, SRSS, SDQRSS .

The values of the relative efficiency and bias found under
different distributional assumptions are provided in Tables I-
1.

TABLEI
THE RELATIVE EFFICIENCY FOR ESTIMATING THE POPULATION MEAN USING
SDERSS WITH RESPECT TO SRSS, SSRS AND SRS WITH SAMPLE SIZEN =9

AND N =12
n=9: n=12:
Distribution n=4.,n,=5 n=5.n,=7
SRSS SSRS SRS SRSS SSRS SRS
Uniform (0,1) 20.75 26.65 26.25 3317 3444 3567
Normal (0,1) 18.66 21.89 2064 2945 31.01 29.85
Exponential (1)  16.95 16.53 16.25 19.35 2044  19.23
Gamma (1,2) 16.02 15.76 1554 19.65 19.83 20.21
Weibull (1,2) 1465 13.95 1497 19.78 19.82 19.37
TABLE Il

THE RELATIVE EFFICIENCY FOR ESTIMATING THE POPULATION MEAN USING
SDERSS WITH RESPECT TO SRSS, SSRS AND SRS WITH SAMPLE SIZE N =15

AND N =18
n=15:n,=3,n, =5, n=18n =4,n,=6,
Distribution ng =7 n, =8
SRSS SSRS SRS SRSS SSRS SRS
Uniform (0,1) 46.74 5023 4896 60.42 63.76 61.65
Normal (0,1) 31.78 3476 33.76  46.54 49.78  48.98
Exponential (1) 20.97 22.64 2078 22.67 2296 2287
Gamma (1,2) 19.87 20.65 19.43 21.73 21.23  19.87
Weibull (1,2) 19.87 2051 19.98 2114 21.05 21.79
TABLE I

THE VALUES OF BIAS OF SDERSS FOR DIFFERENT DISTRIBUTIONS AND
DIFFERENT NUMBERS OF STRATA

Exponential (1) Gamma (1,2) Weibull (1,2)
When N =9 and two strata n=4andn,=5
0.0713 0.2323 0.8573
When N =12 and two strata n=5andn, =7
0.0345 0.2427 0.4017
When n =15 and three strata n, =3, n, =5andn, =7
0.0127 0.0834 0.0022
When n =18 and three strata n=4.n,= 6 and n, =8.
0.0439 0.1119 0.0315

International Scholarly and Scientific Research & Innovation 9(4) 2015

Based on simulation study, we can conclude that:

A gain in efficiency is attained using SDERSS method as
opposed to the other contending methods that have been
discussed when estimating the population mean of the variable
of interest. When the performance of SDERSS are compared
to either SRSS, SSRS or SRS, it is found that SDERSS is
more efficient, as shown by all the values of relative efficiency
which are greater than 1. When the performances of all
estimators are compared, the efficiency of SDERSS estimator
is found to be more superior when the underlying distributions
are symmetric as compared to asymmetric. The relative
efficiency of SDERSS estimator to those estimators based on
SRS, SSRS and SRSS are increasing as the sample size
increases.

V.CONCLUSIONS

In this paper, we have suggested a new estimator of the
population mean using SDERSS. The performance of the
estimator based on SDERSS is compared with those found
using SRSS, SSRS and SRS for the same number of measured
units. It is found that SDERSS produces estimator of the
population mean that is unbiased of symmetric distributions
and SDERSS is more efficient than SRSS, SSRS and SRS.
Thus, SDERSS should be more preferred than SRSS, SSRS
and SRS for both symmetric and asymmetric distributions.
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