
 

 

  
Abstract—Speech Segmentation is the measure of the change 

point detection for partitioning an input speech signal into regions 

each of which accords to only one speaker. In this paper, we apply 

two features based on multi-scale product (MP) of the clean speech, 

namely the spectral centroid of MP, and the zero crossings rate of 

MP. We focus on multi-scale product analysis as an important tool 

for segmentation extraction. The MP is based on making the product 

of the speech wavelet transform coefficients (WTC). We have 

estimated our method on the Keele database. The results show the 

effectiveness of our method. It indicates that the two features can find 

word boundaries, and extracted the segments of the clean speech. 

 

Keywords—Speech segmentation, Multi-scale product, Spectral 

centroid, Zero crossings rate.  

I. INTRODUCTION 

PEECH segmentation is the problem of detecting word 

limits in vocal speech when the underlying vocabulary is 

still unrecognized. It is a vitally important task in many 

applications like information extraction, automatic 

transcription [1], speaker identification [2], and automatic 

speech recognition [3]. 

The features of segmentation influence the recognition 

quality in different ways. For best performance of language 

model, the segment extremity must accord to extremity of 

sentence like units. Furthermore, the silence, the noise regions 

produce inaccuracies and it should be removed. Also, the 

overlapped speech regions must be segregated to reduce the 

errors on the recognition of surrounding frames. Certainly, 

segment boundaries arranged inside a word can degrade the 

recognition performance. For the isolated word, the task is 

summarized to the elimination of the sound artefacts and the 

estimation of the correct word boundary. For the continuous 

speech case, the task is to reject of silences regions in addition 

to the artefacts. 

Numerous speech segmentation methods have been 

proposed and are generally classified into three categories: 

model-based [4], [5], metric-based [6], [7], hybrid techniques 

[8], and decoder–guided [9]. The model based method is 

founded on a set of models. It is derived trained for many 

speaker categories from a training corpus. 

The models are based on a support vector machines (SVM), 

hidden Markov models (HMMs) or Gaussian mixture models 

(GMM). It consists to locate the modification in the acoustic 

environment. 

In the metric-based methods, we define the acoustic 
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distance criterion and then the similarity of distance between 

two adjacent windows is estimated and a distance curve is 

formed. The feature information in each of the two adjacent 

windows is adopted to follow some probability density. The 

Bayesian information criterion, and KL distance have been 

used to compute the distance.  

The Hybrid based techniques combine model and metric 

based methods. 

In the decoder-guided, the speech is decoded, and then we 

cut off the speech at the silence regions, also apply the gender 

information to determine the segments. 

For a continuous speech, many methods used the spectral 

energy to determine the endpoint. Typically a fixed threshold 

is applied based on the features of the energy to make a 

distinction between the voiced speech segments and the 

unvoiced or silence segments. It’s not an efficient approach, as 

it tends to interrupt the ends of some voiced segments. The 

energy being very delicate to the amplitude of the speech 

sound will not result satisfactory results in the 

voiced/unvoiced decision. Then we decide to use the zero-

crossings rate instead of the energy feature. 

In this paper, we present a simple method for the detection 

of speech segmentation. The method is based on two features 

vectors. The first feature of extraction is the zero-crossings 

rate (ZCR) of the multi-scale product (MP), and the second is 

the spectral centroid of the MP. 

This paper is organized as follows: the proposed 

segmentation method is described in Section II. Experimental 

results are presented in Section III, and conclusions are drawn 

in Section IV. 

II. PROPOSED APPROACH 

We propose a new method for segmentation of speech 

signal in the case of a single speaker. We apply two features, 

namely the spectral centroid of MP, and ZCR of MP. Both 

feature vectors are used for this purpose. 

Our method can be decomposed into three steps, as shown 

in Fig. 1. The first step consists of calculating the product of 

the clean speech wavelet transform coefficients (WTC) at 

successive scales. We use the quadratic spline function 

wavelet at scales s1=2
-1
, s2=2

0
 and s3=2

1
. It is a smooth 

function with property of derivative. The second step consists 

of computing the spectral centroid of MP, and the third step 

consists to calculate the zero crossings rate of the obtained 

signal. 
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Fig. 1 Block diagram of the proposed method for speech 

segmentation 

A. Multi-Scale Product Analysis 

Wavelet transform (WT) was introduced as an alternative 

method for analyzing non stationary speech. It provides a new 

way for describing the speech signal into well be have 

expression that yields useful properties. Dyadic Wavelet 

Transform is the special case of continuous wavelet transform 

when the scale parameter is discretised along the dyadic grid 

(2
j
), j=1, 2….  

According to [10], the WT has shown excellent capacities 

for the detection of signal singularities. When the wavelet 

function has specific selected properties, WT acts as a 

differential operator. An appropriately chosen wavelet for 

discontinuity detection is a wavelet that is the second 

derivative of a smoothing function corresponding to the 

quadratic spline function. 

The multi-scale (MP) analysis consists to producing the 

product of the WTC of the clean speech signal at three scales. 

The wavelet used in this analysis is the quadratic spline 

function at scales s1=2
-1
, s2=2

0
 and s3=2

1
. This step is 

described in our approach reported by [11].  

The product ( )mp k of wavelet transforms coefficients of 

the speech ( )x k at some successive dyadic scales is given as 

follows: 

 

( ) ( )
1

2
1

.j

j

j

m p k W x k
=

= −

= ∏
    

  (1) 

 

where ( )
2 j

W x k is the wavelet transform of the speech frame

x at scale2 j
. 

For the second step, the product ( )mp k is split into frames 

of N length by multiplication with a hamming window [ ]h k : 

 

[ ] [ ] [ ], -
h

mp k i mp k h k i k= ∆ .                      (1)  

 

where i is the window index, and k∆ the overlap.  

Fig. 2 summarizes the steps of MP. 

 

Fig. 2 Scheme of the speech multi-scale product 

 

Fig. 3 presents the MP of a voiced speech frame.  

 

 

Fig. 3 Voiced speech (a) Voiced clean speech (b) Its multi-scale 

product 

 

It indicates that the voiced speech MP has a periodic 

structure. It has a structure that remembers the derivative 

laryngograph signal. So, a spectral centroid analysis can be 

implemented on the MP of obtained speech. 

B. Spectral Centroid of MP 

The MP spectrum is the Fourier transform of the MP signal. 

The spectral centroid of multi-scale product (SDMP) of the k
th
 

frame is described as the gravity of its spectrum MP, It’s 

described as follows: 

 

1

1

( 1) ( )

. ( )

( )

N

k

i
k kN

k

i

i P i

SDMP P i

P i

=

=

+
=

∑

∑

                (3)   

      

where i = 1,...,N, N is the frame length, and ( )kP i is the Fast 

Fourier Transform coefficients of the k
th
 frame of multi-scale 

product. This feature is a measure of the spectral position of 

MP. 

Fig. 4 represents a voiced clean speech signal followed by 

its MP and the corresponding spectrum centroid of MP. 

 

Multi-scale Product Analysis 

Speech segments 
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Zero 
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Fig. 4 Spectral centroid speech (a) Speech signal, (b) Spectral 

centroid of multi-scale product 
 

We apply a simple threshold in order to remove the silence 

regions in the speech signal. 

C. Zero Crossings Rate of MP 

We have applied the MP because it gives a derived speech 

signal which is simpler to be analyzed. Then, we calculate the 

zero crossings rate of the MP. It can be defined as: 

 

( ) ( )( ) ( )

( )

( )

1

0

sgn sgn 1

1, ( ) 0
sgn

0, ( ) 0

1 , 0 1
2

0,

N

i

k

Z abs mp k mp k h i k

with

mp i
mp i

mp i

and

i N
Nh i
otherwise

−

=

= − − −      

≥
=    <

 ≤ ≤ −= 


∑
            (4) 

                                                      

The threshold of ZCR is determined experimentally. 

III. EXPERIMENTS 

To evaluate the performance of our method, we employ the 

Keele database [12]. It contains ten English speakers (five 

female and five male English speakers) with duration between 

about 40 seconds. It includes reference files containing a pitch 

estimation of 51.2 ms segments with no-overlapping. The 

product MP is decomposed into frames of 1024 samples 

without overlapping at a sampling frequency of 20 kHz. 

Fig. 5 depicts the original speech signal pronounced by a 

women followed by its multi-scale product (MP), its spectral 

centroid of MP, and finally the all segmented speech are 

formed by a successive frames with an example of detected 

voiced segments is presented on magenta colors. 

Fig. 6 depicts the original speech signal pronounced by a 

men followed by its multi-scale product (MP), its spectral 

centroid of MP, and finally the all segmented speech are 

formed by a successive frames with an example of detected 

voiced segments is presented on magenta colors. 

For the evaluation of the speech/silence detection method, 

we calculate the error decision probabilities that comprise 

speech content frames detected as silence noted (Active 

Error), and silence detected as speech content noted (Inactive 

Error).  
 

 

Fig. 5 Segmentation of speech signal (a) Speech signal pronounced 

by women “F3”, (b) Multi-scale product, (c) Spectral centroid of 

multi-scale product (d) Detected segments 
 

 

Fig. 6 Segmentation of speech signal (a) Speech signal pronounced 

by men “M5”, (b) Multi-scale product, (c) Spectral centroid of multi-

scale product (d) Detected segments 
 

The table illustrates the speech/silence estimation results in 

clean speech.  
 

TABLE I 

EVALUATION OF THE PROPOSED METHOD FOR SPEECH/SILENCE ESTIMATION 

Speakers Active Error (%) Inactive Error (%) 

Females 1.23 0.35 

Males 2.08 0.50 
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As reported in Table I, the proposed method shows the 

accurately classifying of speech frames as speech/silence 

classification. 

IV. CONCLUSION 

In this paper, we present a speech segmentation method that 

relies on the MP analysis of the speech. The proposed 

approach can be summarized in three essential steps. First, we 

make the product of speech WTC at three successive dyadic 

scales. Second, we calculate the spectral centroid of the speech 

MP. Thirdly, we compute the zero crossings rate of the MP. 

The experimental results show the efficiency of our method to 

remove the silence regions, and to extract the segments for 

clean single speaker speech. Future work concerns the 

extension of the proposed method for the segmentation in the 

presence of noise. 
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