
Imputation Technique for Feature Selection in
Microarray Data Set

Younies Mahmoud, Mai Mabrouk, Elsayed Sallam

Abstract—Analyzing DNA microarray data sets is a great
challenge, which faces the bioinformaticians due to the complication
of using statistical and machine learning techniques. The challenge
will be doubled if the microarray data sets contain missing data,
which happens regularly because these techniques cannot deal with
missing data. One of the most important data analysis process on
the microarray data set is feature selection. This process finds the
most important genes that affect certain disease. In this paper, we
introduce a technique for imputing the missing data in microarray
data sets while performing feature selection.

Keywords—DNA microarray, feature selection, missing data,
bioinformatics.

I. INTRODUCTION

DNA microarray technology is one of the most important
tools in functional genomics research. DNA microarrays

measure the expression levels of thousands of genes
simultaneously. This technology is involved in variety of
biological researches, such as classifying and detecting
cancer and identifying genes relevant to a certain disease or
phenomena.

One of the most critical issues in microarray data analysis
is feature selection [2]. Instead of using all available gene
expressions in the microarray, we can choose the most
valuable subset of gene expressions for the purpose of data
analysis. There are many advantages for performing feature
selection such as reducing the computational cost, improving
the classification precision and identifying and monitoring
specific diseases or phenomena [7].

The two well known techniques in feature selection are
filters and wrappers [16]. The filter based techniques select
a relevant subset without interacting with the classifier. These
techniques evaluate each feature independently on the basis
of different characteristics including distances, information,
dependences and consistency. So, these techniques are very
fast and have lower computational complexity compared to
wrapper techniques, which interact with the classifiers or
predictive models to select the relevant features by trying all
the possible subsets from the features, and select the ones with
the highest accuracy. These techniques must use searching
algorithms to find the relevant subset because it is impossible
to examine all the subsets [5].

Performing feature selection in microarray data sets faces
the problem of missing data because most of these techniques
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cannot work with missing data. Many studies showed that
microarray data sets can contain up to 10% of missing data
and in some cases up to 90% of genes have one or more
missing data [6]. The reasons of this problem are hybridization
failures, microarray scratching, imperfect resolution or image
noise and impurity. One simple solution for solving missing
data problem is to repeat the high cost microarray experiment
more than one time, which is very expensive. Another solution
is to impute the missing data from the completed ones, which
avoids the high cost of repeating the experiments. We can
classify the imputation techniques into simple computational
approach and intensive computational approach.

There are several simple imputation techniques to handle
missing data problem. One of these techniques is to remove
all the gene expressions with missing data from the entire
microarray data set. This technique is very simple and has
no errors, but it wastes on average about 50% of the gene
expressions data set [6]. Another technique is replacing the
missing data with a default value, generally zero, or with the
average value of the expression row [1]. Unfortunately, these
techniques distort the gene expression reality and reduce the
trustiness of gene expression data.

To overcome these downsides, many intensive techniques
have been developed such as K-nearest neighbor (KNN)
imputation[19], sequential K-nearest neighbor (SKNN)
imputation [11], iterative K-nearest neighbor (IKNN)
imputation[3], singular value decomposition based imputation
(SVD)[19], local least squares imputation (LLSimpute) [10]
and sequential local least squares imputation (SLLSimpute)
[21]. But, the estimation error generated from these techniques
still affects the performance of statistical and machine learning
techniques including predicting or discovering classes and
identifying genes [18]. Therefore, more reduction of the
estimation error will be efficient for the microarray data
analysis. So there are significant motivations for developing
new techniques, which minimizes the estimation error.

In this paper, we present a technique that deals with
missing data while performing feature/gene selection process.
Also, we demonstrated the proposed techniques by hands-on
experiments on a real microarray data set under variety of
conditions. The rest of the paper is organized as follows:
Section II presents a group of imputation techniques for
missing data. Section III introduces the proposed imputation
technique. Section IV shows the results of our experiment.
Finally, Section V concludes the paper and gives the future
work.
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II. MISSING VALUE IPUTATION FOR MICROARRAY DATA

The challenge of missing data in microarray data is to
find estimated values to replace these missing data with the
accurate estimated values. These techniques are significant for
analyzing microarray data because most of the data analysis
techniques cannot work in the presence of missing data.
One possible solution is to repeat the high cost microarray
experiment more than one time to ensure the absence of
the missing data, which is very costly in terms of time and
experiment cost.

Henceforth, the researchers developed different techniques
to work with the challenge of missing data, which can be
classified into simple computational approach and intensive
computational approach, which are briefly discussed in the
following subsections.

A. Simple Computational Approach

The techniques under this class uses primitive method to
the challenge of missing data such as:

1) Gene Expressions: This technique depends on removing
all of the gene expressions with missing data even if it has only
one missing value. This technique wastes, approximately, fifty
percent of the microarray data because the average missed
data in the microarray data sets is fifty percent [12]. So, this
technique is the worst feasible one.

2) Replacing With Default Value: This technique replaces
all the missing data with a single value chosen randomly
(commonly zeros). Although this technique does not waste
any gene expression, it gives fake estimated values in the
gene expression, which makes the result of the data analysis
untrustable.

3) Replacing With Average: In this technique, the missed
data for each feature will be replaced by a single value, which
is the average of the data in this feature. This technique
reduces the feature priority for the predictive models because
it decreases the mean distance between the feature classes and
increases the standard deviation for each class.

B. The Intensive Computational Approach

There are around seventeen intensive computational
techniques [4] used for imputing missing data in microarray
data sets. All of these techniques are trying to find the
coherence between gene expressions without missing data
to impute the missing data in other gene expressions. Brief
discussion on some of the these techniques is presented in the
following.

1) k-nearest neighbors (k-NN) and weighted k-NN impute
techniques: KNN and weighted KNN impute is looking for
k nearest gene expressions with most similar to the target
gene expression (with missing data). Then, the missing data is
estimated by the average or weighted average of related data
for these k closest gene expressions [19],[9].

2) Bayesian principal component analysis: This technique
is very efficient in dealing with missing data [15]. So, Zhou
et al. [6] have used the Bayesian gene selection for estimating
missing data with linear and non-linear regression. But, the
k-NN technique is still the most popular one [15].

III. PROPOSED IMPUTATION TECHNIQUE

Most of the imputation techniques are developed to impute
all the missing data in the microarray data sets, but in feature
selection; only a small subset of the entire gene expressions
is needed. So, the proposed computational technique is
developed to impute the missing data only in the significant
genes. To implement this idea, the technique is divided into
several phases. In the following subsections, we will present
the phases of the technique and the algorithm used for
implementing this technique.

A. Phases of The Proposed Techniques

The proposed technique consists of five phases. Each phase
is responsible for performing a specific operation in which the
result of each operation leads to the next one as following.

1) Dividing The Gene Expressions into Groups: In this
phase, the entire gene expressions are divided into groups.
Each group contains the gene expressions with the same
number of missing data. This result in a number of groups
each one is different from the other in its number of missing
data for their gene expressions.

2) Replacing With Average: This phase implements the
average computation technique on each group because the
average values reduce the gene expression rank and since each
group has the same amount of missing data in each gene
expressions, so the reducing rank for gene expression in a
specific group will be equal.

3) Performing Feature Selection: This phase applies feature
selection for the target disease or phenomena on each group
independently to select the high ranked subsets of the gene
expressions in each group. The resulted subsets from all the
groups are logically connected with each other, because all of
them are related to a specific disease or phenomena.

4) Predicting The Missing Data: As the selected subsets
are interconnected, a predictive model can be built based
on the subset of the completed gene expressions to estimate
the missing data in the other selected gene expressions with
missed data.

5) Selecting The Final Subset: After predicting the missing
data, all the subsets are grouped into a one subset to select
the final subset of the gene expressions.

B. Proposed Algorithm

The algorithm implements the proposed technique with
considering that the predictive model is built based on the
highest possible gene expressions. So, the algorithm performs
the imputation in iterations. Each iteration implements all the
phases of the proposed technique. As shown in algorithm
1, the input is an array of the n+1 subsets, where n is
the maximum number allowed for missing data in a gene
expression. Each subset contains gene expressions with the
same amount of missing data in each one of them. The subsets
in the array is sorted in an ascending order corresponding
to the maximum amount of the missing data allowed for the
gene expression in each subset, where the zero based subset
contains the gene expressions with zero missing data, the
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Data: we have array missed sets[n+1] that has n + 1
sets of features with 0-missing data , 1-missing
data and so on

Result: producing the final set from the missed sets
array

predictor set = feature selection(missed sets[0])
i = 1 , final set = [] ;
final et = predictor set;
while i <= n do

missed set = feature selection(missed set[i]);
foreach feature in the missed set do

missed feature = get feature(feature.id());
completed missed features.add( predict value(
predictor set, missed feature) );

end
final set = feature selection(predictor set +
completed missed set )

end
Algorithm 1: The proposed algorithm

one based subset contains gene expressions with one missing
data and so on.

The role of the predictor set is to contain the subset
of the gene expressions, which are responsible for building
the predictive model to estimate the missing data in the
other missed subsets. The predictor set in the first contains
the result of performing feature selection on the zero based
subset which contains the completed gene expressions. The
final set contains the output of the feature selection process
and imputing process, which in the beginning equal to the
predictor set. After that the algorithm iterate through the
missed subsets from one missed subset to nth missed subset
to perform the iterations.

The Iterations of The Algorithm:
1) Perform the average imputing on the ith missed set.
2) Select the high gene expressions by applying

feature selection to get the missed gene expressions,
which will be imputed using the predictor set.

3) For each feature in the missed gene expressions,
predictive model will be built to estimate the missed
data in this gene expression.

4) The final set will be produced after applying
feature selection on the missed gene expressions
after the imputing and predictor set.

5) The predictor set will be equal to the final set
6) Increase i by one to go to the next missed set
7) Go to step no. 1
After these iterations the output result, which is the final set,

contains final selected gene expressions with their estimated
data.

IV. EXPERIMENTAL RESULTS

To conduct the experiment, the pre-experiment phase is
essential for choosing the feature selection technique, its
classifier and the classification test model, besides choosing the
predictive model for estimating the missing data. We compared

the proposed imputation technique with k-NN imputation
technique because it is still widely used and implemented in
the last edition of the bioinformatics toolbox in MATLAB
[17].

Both of the pre-examine phase and the experiment phase
are conducted on a real microarray data with gene expressions
profiling of hepatocellular carcinoma (HCC) consists of 105
samples with 34 of them are HCC specimens (17 hepatitis B
virus [HBV]-related and 17 hepatitis C virus [HCV]-related)
and 71 non-tumor liver specimens (36 chronic hepatitis B
[CH-B] and 35 chronic hepatitis C [CH-C])[20].

The concern in the experiment is with classifying the data
based on the hepatocellular carcinoma (HCC).

A. Pre-experiment Phase

1) For performing feature selection, we chose the wrapper
method because of its accuracy, although it is
computationally intensive [5].

2) For choosing the appropriate classifier to preform the
feature selection process, we used Weka, a reliable
open source tool in machine learning [8], to conduct an
experiment on microarray data with several classifiers.
The microarray data is imputed using average imputation
technique. This experiment compared each feature
selection with a classifier upon the amount of time for
feature selection and the accuracy using the 2 fold cross
validation [13]. As shown in Fig. 1 and in Fig. 2,
the logistic regression consumed low amount of time
for performing feature selection and gave the highest
classification accuracy. So, we will use the logistic
regression in our experiment.

3) For predicting the data, First Order Linear regression is
appropriate because it is simple in the implementation,
gives a reasonable accuracy and it is the counterpart of
the logistic regression [14].

4) For choosing the maximum number allowed for missing
data in a gene expression n, we found that the number
of gene expressions in a specific subset decreases by

Fig. 1 Time consuming by each classifier
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in each level of missing data from zero to seventy five

the number of the missed data in the group gene
expressions. As shown in Fig. 3 and Fig. 4, we found
that the remaining data after the 5 missed set is too
small compared to total gene expressions. So, we chose
the n equal to 5 which wastes only 10% from the entire
microarray data.

in each level of missing data from zero to five

TABLE I: RESULTS OF THE PROPOSED ALGORITHM IN
FIVE ITERATIONS

Iter# Number of features in the final set Added Features Accuracy
0 8 8 93.3333%
1 8 0 93.3333%
2 8 1 95.2333%
3 8 0 95.2333%
4 8 0 95.2333%
5 8 0 95.2333%

B. Experiment Phase

This phase contains two parts. The first part is to
perform the proposed imputation technique using the proposed
algorithm with the considerations in the pre-experiment phase.
The second part is comparing the results of the proposed
imputation technique with the k-NN imputation technique with
time and accuracy perspective.

1) Performing The Proposed Imputation Technique: The
proposed imputation technique performed in five iterations
because we choose the n equal to 5. As it shown in the table I,
in the initial, the final set contains eight gene expressions and
the accuracy is 93.333%. After the first iteration, the number of
the gene expressions in the final set is still the same because
the new added feature is equal to zero, so, the accuracy is
still the same. But, After the second iteration, the accuracy
increased to 95.2333% because there is a new gene expression
added to the fina set and the number of gene expressions in
the final set is still the same because Also there is a gene
expression removed from the old final set. In the remaining
iterations, there is no added gene expressions, so, the number
of gene expressions in final set is remain the same and the
accuracy too.

2) Comparing the result with k-NN impute: After
performing the k-NN impute in the microarray data, we
make comparison between it and the proposed imputation
technique in the perspective of the time it takes for the
imputation, the classification accuracy and the number of
gene expressions in the imputation process. As it shown in
table refcompared results, The effect of the reduction of the
imputed gene expression in the proposed techniques is so
obvious. The time for imputation is so small compared to
the k-NN imputation technique. Beside the accuracy of the
classification is greater than compared accuracy for the k-NN.

V. CONCLUSION & FUTURE WORK

This paper proposed imputation technique for microarray
fata to perform feature selection. It is only used for feature
selection and depends on reducing the imputed feature and

Fig. 2 Accuracy for Each Classifier

Fig. 3 The distribution for the amount of gene expressions

Fig. 4 The distribution for the amount of gene expressions
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TABLE II: COMPARISON BETWEEN THE PROPOSED
ALGORITM AND THE KNN-IMPUTATION TECHNIQUE

Iter# Time consumption Accuracy Imputed features
Proposed Technique 1 second 95.2333 % 38

KNN Technique 45 seconds 94.3333% 3168

using predictive model for estimating the missing data rather
than using imputation algorithms. The results demonstrate the
efficiency of the proposed technique in both the consuming
time and the resulted accuracy. In the future, finding a new
way for reducing the imputed feature and choosing another
predictive model is a great challenge to improve the imputation
of microarray data.
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