
 

 

  
Abstract—Emotion recognition is an important research field that 

finds lots of applications nowadays. This work emphasizes on 
recognizing different emotions from speech signal. The extracted 
features are related to statistics of pitch, formants, and energy 
contours, as well as spectral, perceptual and temporal features, jitter, 
and shimmer. The Artificial Neural Networks (ANN) was chosen as 
the classifier. Working on finding a robust and fast ANN classifier 
suitable for different real life application is our concern. Several 
experiments were carried out on different ANN to investigate the 
different factors that impact the classification success rate. Using a 
database containing 7 different emotions, it will be shown that with a 
proper and careful adjustment of features format, training data 
sorting, number of features selected and even the ANN type and 
architecture used, a success rate of 85% or even more can be 
achieved without increasing the system complicity and the 
computation time. 

 
Keywords—Classification, emotion recognition, features 

extraction, feature selection, neural network  

I. INTRODUCTION 
N past years, many researchers have paid attention to the 
recognition of nonverbal information, and have especially 

focused on emotion recognition. Many kinds of physiological 
characteristics are used to extract emotions, such as voice, 
facial expressions, hand gestures, body movements, heartbeat 
and blood pressure. Among these modalities, facial 
expressions and speech are known to be more effective for 
expressing the emotions. From the literature, it is observed 
that human perception of the emotions is about 55% from 
facial expressions, 38% from the speech and 7% from the text 
as in [1]. 

Speech Emotion Recognition (SER) can find several 
applications such as call centers management, commercial 
products, life-support systems, virtual guides, customer 
service, lie detectors, conference room research, emotional 
speech synthesis, art, entertainment and others. 

Two different approaches dominate the research on SER: 
feature-based or classifier-based as in [2]. Feature-based 
approach aims to extract emotion-related features from the 
human speech. Some researchers worked on extracting as 
many speech features as possible for emotion recognition as in 
[3], [4]. Others emphasized on getting a limited but efficient 
set of features to improve the classification as in [5], [6]. In 
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addition, working on finding new speech emotional database 
for certain unfamiliar languages was considered in [7]. Feature 
selection and standardization was investigated in [2]-[4], [8]. 

On the other hand, the classification-based approaches 
focus on designing a classifier to determine distinctive 
boundaries between emotions. Many researches concentrate 
on classification using one type of Artificial Neural Network 
(ANN) as in [9]-[11]. Comparison between Multi-Layer 
Perceptron ANN and Generalized Feed Forward ANN was 
considered in [12]. Razak et al. compared the performance of 
ANN against Fuzzy classifiers as in [13]. Alternative 
classifiers were also considered such as Hidden Markov 
Model (HMM) as in [14], k-Nearest Neighbor (k-NN) as in 
[15], Gaussian Mixture Model (GMM) as in [16], Support 
Vector Machines (SVM) as in [17], and Decision Tree 
Algorithms (DTA) as in [18]. Various studies showed that 
choosing the appropriate classifier can significantly enhance 
the overall performance of the system as in [19]. References 
[20]-[22] show that classifier performance was improved by 
dividing speech data in two groups according to gender. 

This work compares the performance of 5 different 
topologies of ANN while considering the effect of other 
important factors such as the data format and the number of 
features used. The effect of training data sorting on the 
classifier performance was also considered for the first time. 
Several tests were carried out to elaborate the idea using a free 
online database as in [23] containing 7 different emotions. The 
classification was based on the most common features used in 
earlier works. The results will show what system design 
aspects are significant and how system can be tuned to achieve 
the maximum classification success rate. 

The paper is organized as follows. In section II the SER 
system is briefly described. In Section III, the database and 
test preparation are discussed. Section IV is dedicated for the 
experimental results. Finally, conclusions are drawn in Section 
V. 

II. SPEECH EMOTION RECOGNITION SYSTEM 
Like any typical recognition system, the speech emotion 

recognition system has the emotional speech as an input and 
the classified emotion as an output. The system contains four 
main stages, preprocessing, feature extraction, feature 
preparation and finally the classifier. 

Fig. 1 shows a flowchart for a typical emotional recognition 
system. The input of the system is the speech files, which first 
undergoes some preprocessing. The next step is to extract the 
main features of the input speech that will differentiate 
between the different emotions. Then the feature selection, 
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removal and standardization algorithms are applied to get the 
optimum feature vectors. The vector is then presented to the 
classifier in training and testing scheme. The final output is the 
classified emotion according to the input speech. 

 

 

Fig. 1 Flowchart for the Emotional Recognition System 

A. Preprocessing 
Signal pre-processing is an important stage of the system as 

it has a big impact on the performance of the classifier. It is 
important to feed the neural network with suitable inputs for 
robust classification. It covers Analogue to Digital (A/D) 
conversion, digital filtering, normalization, signal 
segmentation, windowing and removal of non speech signal. 
The digitized speech samples are first normalized, and then 
the d.c. component is removed. Next, the samples are 
segmented into 30msec frames with a 10msec overlap using a 
hamming window. Finally, silence and unvoiced frames are 
detected and removed, as in [19]. 

B. Feature Extraction 
To achieve a successful classification, it is extremely 

important to extract the relevant features from the processed 
speech data. The most important features for emotions 
classification are summarized as follows as in [3], [4], [19], 
[24]: 

1. Pitch 
Pitch is the most distinctive difference between male and 

female. A person’s pitch originates in the vocal cords/folds, 
and the rate at which the vocal folds vibrate is the frequency 
of the pitch. Various Pitch Detection Algorithms (PDAs) have 
been developed: Autocorrelation method as in [25], Harmonic 
Product Spectrum (HPS) as in [26], Robust Algorithm for 

Pitch Tracking (RAPT) as in [27], Average Magnitude 
Difference Function (AMDF) method as in [28], Cepstrum 
Pitch Determination (CPD) as in [29], Simplified Inverse 
Filtering Tracking (SIFT) as in [30] and Direct Time Domain 
Fundamental Frequency Estimation (DFE) as in [31]. Most of 
them have a very high accuracy for voiced pitch estimation, 
but the error rate considering voicing decision is still quite 
high. Moreover, the PDAs performance degrades significantly 
as the signal conditions deteriorate. The automatic glottal 
inverse filtering method and iterative adaptive inverse filtering 
(IAIF) was used as a computational tool for getting an 
accurate estimation for pitch, which is used in [32], [33]. The 
pitch related features extracted and used are further described 
in section III. 

2. Formants 
The formants are one of the quantitative characteristics of 

the vocal tract. In the frequency domain, the location of vocal 
tract resonances depends upon the shape and the physical 
dimensions of the vocal tract. Each formant is characterized 
by its center frequency and its bandwidth as in [4], [19]. The 
formants can be used to discriminate the improved articulated 
speech from the slackened one. The formant bandwidth during 
slackened articulated speech is gradual, whereas the formant 
bandwidth during improved articulated speech is narrow with 
steep flanks. A simple method to estimate formant frequencies 
and formant bandwidths relies on linear prediction analysis. 

3. Energy 
Energy is one of the most important features that give good 

information about the emotion. The long term definition of 
signal energy is defined as in (1): 

 
������ � ∑
������������                       (1) 

 
There is little or no utility of this definition for time-varying 

signals, speech. So the short term energy contour is evaluated 
because it is related to the arousal level of emotions [19] as in 
(2): 

 
������� � ∑ ��
���
� � �����

����� !           (2) 
 

where w(n-m) is the window, n is the sample that the analysis 
window is centered on, and N is the window size. The energy 
related features extracted and used are further described in 
section III. 

4. Spectral Energy 
The fourth feature is the energy of certain frequency bands 

as in [4]. There are many contradictions in identifying the best 
frequency band of the power spectrum in order to classify 
emotions. Many investigators put high significance on the low 
frequency bands, such as the 0–1.5 kHz band whereas others 
suggest the opposite as in [34]. 

5. Duration and Voicing 
A set of timing features, which display prosodic 

characteristics of the utterance was extracted. The duration for 
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voiced and un-voiced segment is extracted as in [4], [19], [35]. 
The number of voiced segments and the speech rate is 
calculated as the inverse duration of the voiced part of speech 
determined by the presence of pitch pulses or it can be found 
by the rate of syllabic units. 

6. Zero Crossing Rates 
The zero crossing rate contours, the number of time-domain 

zero-crossings in each frame of the signal, is calculated for 
each signal. Similarly, the short-time zero crossing rate is 
defined as the weighted average of the number of times the 
speech signal changes sign within the time window. The zero-
crossing rate was calculated for each 20 ms frame of a 
sample’s data as in [4]. Representing this operation in (3) and 
(4) as: 

 
"�# � ∑ 0.5|(��)����* � (��)��� � 1�*|���# � ��,���,  (3) 
 
where 

(��)�* � -1        � / 0
�1     � 0 0

1                       (4) 

7. Jitter and Shimmer 
In speech and voice science jitter and shimmer are used to 

describe the short-term – cycle-to-cycle – variations in 
fundamental frequency and amplitude, respectively. The jitter 
and shimmer related features, perturbation factor (PF) and 
perturbation quotient (PQ), are measured for the voiced 
segments of a signal. 

8. Other Spectral Features 
The Mel-frequency Cepstral Coefficients (MFCCs) provide 

a better representation of the signal than the frequency bands 
since they additionally exploit the human auditory frequency 
response as in [35]. 

Linear Predictive Coding (LPC) is a popular signal 
transforms methods that were used for feature extraction in 
speech recognition works. Basically, the LPC algorithm 
produces a vector of coefficients that represent a smooth 
spectral envelope of the Direct Fourier Transform (DFT) 
magnitude of a temporal input signal. 

C. Feature Preparation 
The extracted features vectors need some preparation before 

entering the last step of classification. Preparation consists of 
features removal, standardization and selection. Certain 
features have to be removed, because of many missing values 
observed as in [4], [36] When more than 2% of the total 
number of feature values is missing, the corresponding feature 
is discarded. 

In some papers features were normalized before selection 
stage [4], [14], [37]. While others did not mention this step as 
in [12], [13], [20], [21] and [38]. 

Then the features are fed as input to the feature selection 
stage. Most classifiers are negatively influenced by redundant, 
correlated or irrelevant features. Thus, in order to reduce the 
dimensionality of the input data, a feature selection algorithm 

is implemented to choose the most significant features of the 
training data for the given task. 

Feature selection presents several advantages. To begin 
with, small feature subsets require less memory and 
computations, whereas they also allow for a more accurate 
statistical modeling, thus improving performance. On the 
contrary, large feature sets may yield a prohibitive 
computational time for classifier training. Additionally, 
feature selection determines which features are the most 
beneficial and eliminates irrelevant features, leading to a 
reduction in the cost of acquisition of the data. Furthermore, if 
all the features are employed, there is the curse of 
dimensionality as well as the risk for over fitting. In addition, 
feature selection can boost performance when the number of 
training utterances is not sufficient or when a real-time 
problem needs to be handled. 

Different feature selection algorithms were introduced like 
Forward Feature Selection (FFS), Principal Components 
Analysis (PCA), Genetic Algorithm (GA) and Sequential 
Forward Floating Search (SFFS) which can be used to encode 
the main information of the feature space more compactly as 
in [3], [8], [36], [39], [40]. 

D. The Classifier 
Classification is the final stage of the SER system. 

Choosing the classifier type also has a great effect on the 
classification accuracy. Artificial Neural Network (ANN) is an 
efficient pattern recognition mechanism which simulates the 
neural information processing of human brain. The ANN 
processes information in parallel with a large number of 
processing elements called neurons and uses large 
interconnected networks of simple and non linear units. The 
computational intelligence of neural networks is made up of 
their processing units, characteristics and ability to learn. 
During learning the system parameters of NN vary over time 
and are characterized by their ability of local and parallel 
computation, simplicity and regularity. 

Different ANN was used for emotion classification with 
different classification accuracy as in [7], [11], [20], [21]. The 
mentioned different aspects will be tested for different ANN 
types, topologies and parameters. Comparing results for 
different types of ANN will show the effect of features format, 
features selection and data sorting on each. 

III. DATABASE AND TEST PREPARATION 

E. Database Used in the Experiment 
The database used in this paper is called Berlin emotional 

speech database. This database is a simulated speech database, 
developed by the Technical University, Institute for Speech 
and Communication, Department of Communication Science, 
Berlin as in [23]. This database consists of seven basic 
emotions: anger, boredom, disgust, fear, happiness, sadness 
and neutral simulated using 535 speech data, categorized as in 
Fig. 2. 
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Fig. 2 Speech Samples Count by 

F. Features Extraction 
Several features were used in literatu

different emotions using ANN as in [10].
features were extracted from the differe
summarized in Table I to Table VI. 

 
TABLE I  

PITCH CONTOUR RELATED FEAT
Indices Features 
1-6 Maximum, minimum, mean, range, 

interquartile range of pitch values. 
7-11 Maximum, minimum, mean, range an

first derivative pitch contour values 
12-15 75 and 90th percentile of pitch and 

contour. 
122-125 Maximum, mean, median, interquartil

the plateaux at minima 
126-127 Mean and interquartile range of pitch

at minima 
128-131 Maximum, mean, median, interquarti

the rising slopes of pitch contours 
132-133 Mean and interquartile range of pitch 

slopes of pitch contours 
134-137 Maximum, mean, median, interquarti

the falling slopes of pitch contours 
138-139 Mean and interquartile range of pitch 

slopes of pitch contours 
 

TABLE II 
FORMANT CONTOUR RELATED FEA

Indices Features 
16-18 Mean of the 1st, 2nd and 3rd formant.
19-21 Max of the 1st, 2nd and 3rd formant. 
22-24 Min of the 1st, 2nd and 3rd formant. 
25-27 Median of the 1st, 2nd and 3rd forman
28-30 Standard deviation of the 1st, 2nd and
31-33 Interquartile range of the 1st, 2nd and 
34-36 BW of the 1st, 2nd and 3rd formant. 

 
TABLE III 

ENERGY CONTOUR RELATED FEA
Indices Features 
37-42 Mean, minimum, maximum, standar

interquartile range of Short-Time ener
43-45 30, 50 and 90th percentile of STenerg
46-51 Mean, minimum, maximum, standar

interquartile range of first derivative
contour. 

52-53 30 and 50th percentile of first derivati
54-59 Mean, minimum, maximum, standar

interquartile range of db-energy conto
60-62 30, 50 and 90th percentile of db-energ
63-68 Mean, minimum, maximum, standar

interquartile range of first derivative o

 

 
Emotion 

ures to identify the 
. In this context, 175 
ent speech data and 

TURES 

standard deviation and 

nd standard deviation of 

first derivative of pitch 

le range of durations for 

h values for the plateaux 

ile range of durations of 

values within the rising 

ile range of durations of 

values within the falling 

ATURES 

 

nt. 
d 3rd formant. 

3rd formant. 

ATURES 

rd deviation, range and 
rgy contour. 

gy contour. 
rd deviation, range and 
e of Short-Time energy 

ive of STenergy contour. 
rd deviation, range and 

our. 
gy contour. 
rd deviation, range and 
of db-energy contour. 

69-71 30, 50 and 90th perc
contour. 

152-155 Maximum, mean, med
the rising slopes of db

156-157 Mean and interquartil
rising slopes of db-ene

158-161 Maximum, mean, med
the falling slopes of db

162-163 Mean and interquarti
values within the fa
energy contours 

164-167 Maximum, mean, med
the rising slopes of fir

168-169 Mean and interquartil
values within the risin
contours 

170-173 Maximum, mean, med
the falling slopes of fi

174-175 Mean and interquartil
values within the fa
energy contours 

TA
 SPECTRAL ENERG

Indices Features 
72-75 Spectral energy below
76-79 Spectral energy betwe

1000, 1000-1500, 250

TA
DURATION AND VOIC

Indices Features 
80-84 Minimum, mean, ran

voiced duration of spe
85-89 Minimum, mean, ran

unvoiced duration of s
90 Speaking rate 

TA
EXTRA EXTR

Indices Features 
91-95 Mean, minimum, max

zero crossing rate. 
96 Number of voiced seg
97-100 PF,PQ of jitter and sh
101-112 12 MFCC coefficient 
113-121 9 LPC coefficient 

G. Feature Selection 
According to comparison d

Selection (FFS) algorithm w
since the classification test is
addition, FFS algorithm is a 
accepted technique as in [4
optimum feature set of 129 in

H. Training Data Arrangem
The speech data was arrang

and test group. In the trainin
replicated to ensure having eq
emotion resulting a final n
training purpose and 121 files

The training data was
arrangements according to 
explore the effect of data a
accuracy. The different data 
Table VII. 

centile of first derivative of db-energy 

dian, interquartile range of durations of 
b-energy contours 
le range of db-energy values within the 
ergy contours 
dian, interquartile range of durations of 
b-energy contours 
ile range of first derivative db-energy 
lling slopes of first derivative of db-

dian, interquartile range of durations of 
rst derivative of db-energy contours 
le range of first derivative of db-energy 
ng slopes of first derivative of db-energy 

dian, interquartile range of durations of 
rst derivative of db-energy contours 
le range of first derivative of db-energy 
lling slopes of first derivative of db-

 
ABLE IV 
GY RELATED FEATURES 

w 250,600, 1000, 1500Hz. 
een the frequency ranges 250-600, 600-
0-1000Hz. 

 
ABLE V  
CING RELATED FEATURES 

nge, median and standard deviation of 
eech. 
nge, median and standard deviation of 
speech. 

 
ABLE VI  
RACTED FEATURES 

ximum, standard deviation and range of 

gment 
immer 

done in [41] the Forward Feature 
was chosen for the selection stage 

 done on a medium scale data. In 
simple, fast, effective and widely 
42]. The algorithm selected an 

n length. 

ment 
ged in two groups: training group 

ng group several speech data was 
qual number of data sets for each 

number of 480 speech files for 
s for testing. 
s further ordered in several 
speaker gender and emotion to 

arrangement on the classification 
arrangements used are shown in 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:7, No:3, 2013 

436International Scholarly and Scientific Research & Innovation 7(3) 2013 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:7

, N
o:

3,
 2

01
3 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/1

13
58

/p
df



 

TABLE VII  
DIFFERENT DATA SORTING

Dataset name Description 
Data_1 Male-Female Emotions Di
Data_2 Male-Female, Ordered by E
Data_3 Male Only, Disordered Em
Data_4 Male Only, Ordered by Em
Data_5 Female Only, Emotion Dis
Data_6 Female Only, Ordered by E
Data_7 Male-Female, Ordered 

Emotion.. 
Data_8 Male-Female, Ordered 

Gender. 

I. ANN Used 
The ANN architectures used for compar

1. Back Propagation Neural Networks (B
2. Learning Vector Quantization 

(LVQNN). 
3. Probabilistic Neural Network (PNN). 

Several types of BPNN were used, nam
1. Feed Forward Back Propagation 

(FFBPNN). 
2. Cascade Forward Back Propagation

(CFBPNN). 
3. Fit Back Propagation Neural Network

The target from using different types 
impact of the ANN type on the clas
Furthermore, different architectures wer
these types to compare the performance. 
different experiments implemented on em
are described in details. 

IV. EXPERIMENTAL RESULT AND D
After carrying numerous experime

recognition, it was found that the most sig
impact the classification success are: 
1. Features format. 
2. Number of features selected. 
3. Training data sorting. 
4. ANN type and architecture. 

In this section, the impact of each of th
using Matlab and the resulting data is sum
analysis. 

J. Impact of Features Format 
In this test all five ANN types 

classification of the database in two dif
first, features were used in their row f
second; features were standardized aro
standard deviation using (5):  

 
�#��2 � 3�4

5             
 
Feature standardization preserves a

relationships and does not introduce any 
These two types of formats are used to tr
input layer of 30 neurons, one hidden l
tansig function at input and hidden layer a
function at output layer. The FITBPN

 

G 

isordered. 
Emotion. 

motion. 
motion. 
sordered. 
Emotion. 
by 2 Groups of 

by Emotions and 

rison purpose are:  
BPNN). 

Neural Networks 

mely: 
Neural Networks 

n Neural Networks 

ks (FITBPNN). 
was to explore the 

ssification accuracy. 
e used for some of 
In the next section, 

motional recognition 

DISCUSSIONS 
ents on emotional 
gnificant factors that 

hese factors is tested 
mmarized for further 

were used in the 
fferent formats. The 
format while in the 
ound its mean and 

                            (5) 

all original feature 
bias in the features. 

rain a FFBPNN with 
ayer of 20 neurons, 

and purelin activation 
NN trained with 40 

neurons on the input layer, on
with default training function
trained with 40 neurons wit
algorithms. The LVQNN 
neurons. PNN trained with sa
of same dimension. Results 
Table IX and Fig. 3. 

 
TAB

AVERAGE SUCCESS RA

ANN Angry Bore Disgust 

FFBP 30% 15% 24% 

FIT 13% 23% 19% 

CF 18% 41% 25% 

LVQ 33% 23% 26% 

PNN 74% 74% 33% 

TA
AVERAGE SUCCESS RATE WH

ANN Angry Bore Disgust 

FFBP 74% 67% 67% 

FIT 71% 75% 54% 

CF 69% 72% 66% 

LVQ 58% 78% 61% 

PNN 96% 83% 73% 

Fig. 3 Impact of Features F
 
The results show that u

classifier performance fo
standardization improves th
and guarantees that all the f
order to ensure an equal con
feature selection algorithm.
decided to rely on standardiz
tests. 

K. Impact of Features Selec
Feature selection was im

optimum number of features
features. Different tests w
classification success rate wh

ne hidden layer of 20 neurons and 
ns and algorithms. The CFBPNN 
th default training functions and 
was trained using 40 hidden 

ame spread for certain data groups 
are summarized in Table VIII, 

BLE VIII 
ATE USING ROW FEATURES 

Fear Happy Sad Neut. Avg. 

35% 29% 26% 26% 26% 

20% 28% 25% 29% 22% 

17% 16% 15% 26% 23% 

24% 20% 23% 22% 24% 

43% 49% 25% 48% 49% 
 

ABLE IX 
HEN FEATURES ARE STANDARDIZED 

Fear Happy Sad Neut. Avg. 

77% 84% 69% 78% 74% 

62% 68% 70% 68% 67% 

70% 70% 64% 67% 68% 

70% 63% 80% 85% 71% 

76% 88% 79% 91% 84% 

 
ormat for Different ANN Types 

using row features degrade the 
or all ANN used. Feature 
e features generalization ability 
features obtain the same scale in 
ntribution of each feature to the 
 Based on the above, it was 
zed features for all the following 

ction 
mplemented using FFS and the 
s identified by the algorithm 129 
were applied to compare the 
hen different numbers of features, 
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including the whole set, are used in ANN
test, the rules of thumb as described in [43
the number of input and hidden neurons,
on the training data dimension. This test
different types of ANN and results are sho

 

Fig. 4 Impact of Features Selection for Dif
 
Results shows that, the BPNN reached

rate at 129 features matching the optimu
FFS algorithm used. However, the succe
degrades with the decrease of number 
BPNN is not recommended when a r
features is a must to reduce the proces
applications. LVQNN, on the other 
robustness with varying the number of fe
maximum performance is still achieved
features. It is also clear that the PN
performance for all different sets of fe
maximum is still achieved at the optimum
the FFS algorithm. When a reduced nu
required, PNN is definitely the best choic
feature set with suitable spread se
performance accuracy and makes PN
classifier. 

To conclude with, the FFS algorithm 
optimum number of features for both PN
for LVQ the highest success rate was
complete features set. Results also show 
set of features has to be used, PNN and L
over the BPNN. 

L. Impact of Data Sorting 
The different data sets described in Tab

train a FFBPNN with one hidden layer o
function at input and hidden layer and
function at output layer. The LVQNN w
hidden neurons. PNN trained with certai
data groups of same dimension. Results ar

Results show that the training data sort
impact the recognition average succe
performance of BPNN and LVQ netwo
specific application, the researcher s
combinations of training data sorting in 
maximum success rate. While for PNN, i

 

N training. For each 
3] was used to select 
 if applicable, based 
t was repeated for 3 
own in Fig. 4. 

 
fferent ANN Types 

d its highest success 
um predicted by the 
ess rate dramatically 
of features. Hence, 
reduced number of 

ssing time in online 
hand, offers high 

eatures, although the 
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